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ABSTRACT 
In this paper, a study for evaluating the efficacy of different 

feature sets that used brain tumor classification is presented.  

Different features sets are extracted as shape, 1st order texture 

features (FOS), 2nd order (GLCM, GLRLM), boundary 

features, and wavelet-based features. The brain tumors are 

extracted using the k-means clustering algorithm. Then 

different classifiers such as Artificial Neural Network (ANN), 

K-Nearest Neighbor (KNN), and Support Vector Machine 

(SVM) were used in the classification process.  

A set of 65 real and simulated (Flair modality) MRI images 

from multimodal brain tumor image segmentation benchmark 

(BRATS) organized by MICCAI 2012 challenge is used for 

performance evaluation. The overall segmentation results for 

the 65 volumes are 90.15±0.12. For the Feature sets efficacy 

step, the highest accuracy of 94.74% is achieved by the SVM 

when using the wavelet–based features. The lowest accuracy 

achieved by the three classifiers obtained when using the 

second order texture features..   

Keywords 
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Transform. 

1. INTRODUCTION 
Brain tumor detection and classification using image 

processing techniques is important for the early detection of 

brain tumor. Magnetic Resonance Imaging (MRI) is a 

preferred type of imaging modality as it maps the tumor 

changes and clearly indicates the tumor region [1, 2]. The 

process of brain tumor segmentation is a challenging step as it 

has weak boundaries and inhomogeneous intensities [3]. 

Automated tumor segmentation methods proposed in the 

literature can be classified into conventional, classification, 

clustering and deformable model methods [4]. In conventional 

methods, image processing methods (such as edge detection 

and region growing) based on gray intensities of images [5] 

are used. As a result, these methods were used either as a pre-

processing step in the segmentation of brain tumor or 

refinement step  [4]. Recently, these techniques have been 

combined with artificial neural networks (ANNs) [5], genetic 

algorithm (GA) [6], fuzzy logic [7], and Markov model.  

Supervised techniques such as ANN and support vector 

machine (SVM) are used in classification methods. Clustering 

approaches are widely used in tumor segmentation and based 

on Fuzzy C-means or k-means clustering [8-11]. Colored-

based segmentation methods are also used in the segmentation 

step [12].  The aim of color translation from gray level MR 

image into color space image is to obtain more useful feature 

to achieve good segmentation.  

Many feature extraction and classification methods are 

proposed in the literature for classification and 

characterization of brain tumors. Zarandi et al. [13] proposed 

an automated system for diagnosing brain tumors using the 

framework of fuzzy rules to handle the mass effect and age of 

brain information as vital features for identifying benign and 

malignant tumor. But these features are not enough to classify 

tumors as there are also other important features such as 

morphological, texture and wavelet features which can utilize 

more accurate results in classification of tumors. 

In other work presented by Arizmendi et al. [14], the Discrete 

Wavelet Transform (DWT) is used in conjunction with the 

Bayesian neural network. Authors in [15] developed an 

algorithm for discriminating between benign or malignant 

brain tumors on MR image based on texture features. 

Classification was performed by probabilistic neural network. 

The achieved accuracy by this system was 94%. However this 

accuracy could be improved by using several features instead 

of single feature.  

In [16] the authors presented automated CAD system capable 

of segmentation and classify brain tumor from MRI images 

with high accuracy. Shape, boundary, wavelet energy, first 

order statistic (FOS) and second order texture features 

(GLCM) are used and then ranked. This system based in 

ensemble classifier used to classify or characterize the tumors 

as benign or malignant. The features were ranked and then a 

classifier is used to characterize the tumor. 

Feature selection play important role in many classification 

problems [17-19]. There are several algorithms proposed for 

feature selection such as absolute value two-sample t-test with 

pooled variance estimate, principal component analysis 

(PCA), independent component analysis (ICA) and genetic 

algorithm. 

In this paper, the effect of using different feature sets on the 

classification performance is presented. The paper is 

organized as follows: Section 2 presents the different feature 

sets and the proposed method for tumor segmentation and 

classification. Results are discussed section 3. Conclusion is 

given in Section 4  

2. METHODOLOGY 
The aim of this work is to compare different features sets in 

generating predictions and classifications of brain tumors
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Fig 1: Block diagram of the proposed system.

The proposed system is illustrated in ERROR! REFERENCE 

SOURCE NOT FOUND..First step is to segment the brain 

tumor from tumorous slices for each patient, and then slice 

with largest tumor area is extracted. Finally the efficiency of 

different feature sets on the classification results is performed. 

The segmentation step is a multi-step process, in which the 

tumorous images are applied to anisotropic diffusion filter 

(ADF) [8] to smooth intra-region while maintaining objects 

boundaries intact. Then selecting required features for 

clustering process by converting the gray-level brain image 

into CIElab color model (L*a*b). Finally brain tumor is 

extracted using k-means with validity index clustering 

method. 

The second step is feature sets efficacy evaluation step .The 

extracted features are morphological features, statistical 

features (1st order features, second order (GLCM, GLRLM) 

features), wavelet features and boundary features.  Different 

feature sets are extracted. The effectiveness of different 

feature sets is investigated individually. Finally, each feature 

set vector is applied to three different classifiers such as ANN, 

SVM, and KNN. 

2.1 SEGMENTATION OF BRAIN 

TUMOR 
The anisotropic diffusion filter is used to enhance the 

tumorous image and preserve borders of tumor.  This filter is 

applied according to the following equation 1: 

  
𝛿

𝛿𝑡
 𝐼 Ā, 𝑡 = 𝛻. (𝑐 Ā, 𝑡 𝛻 𝐼 Ā, 𝑡 ) (1) 

Where 𝐼 Ā, 𝑡  is the input image, Ā is the axis of the image, t 

is iteration step and 𝑐 Ā, 𝑡  is the diffusion coefficient. 

         𝑐 Ā, 𝑡 = 𝑒𝑥𝑝(− 
|𝛻𝐼 Ā,𝑡 | 

 2𝐾
 

2

)                      (2) 

K is the diffusion constant and it controls the behavior of the 

filter.  

A color transformation function is applied to utilize more 

information from tumorous images instead in the gray level.  

First, the gray level image is converted into RGB image in 

order to utilize useful features and enhance the visual density 

[20] and then converted to a CIELab color model (L*a*b*) 

[21].  

Finally, the K-means algorithm is used to find the cluster that 

contains the tumor in the brain image. In this clustering step, 

the K-means is used. 

2.2 FEATURE SETS EFFICACY 

EVALUATION 
In this paper,  we compare four sets of features which are 

shape features, statistical (texture) features (1st order, 2nd order 

(GLCM,GLRLM) features, Wavelet energy and boundary 

feature using non-linear technique Haussdorf fractal 

dimension. The output of segmentation is a set of segmented 

tumorous slices, so the slice containing the largest area of the 

tumor is detected/selected from that set of slices for each 

patient. The chosen (detected) slice contains the maximum 

possible information of tumor.  

Each feature set is ranked individually using absolute value 

two-sample t-test with pooled variance estimate. It is a 

parametric test that compares the location parameter of two 

independent data patterns [19]. 

2.2.1 Feature Extraction 

2.2.1.1 Morphological or shape features 
The changes in the anatomical shapes of the brain tissue 

observed on MRI images such as lesions, edema, necrosis 

inside lesion [17] gives necessary information about the 

growth of tumors in brain tissues . This information aid to 

identify the type and grade of brain tumor as in meningioma 

tumors (low grade) the shape is regular with sharp boundary 

in spite of convoluted shape and diffuse boundary in 

glioblastoma multiform (GBM) which considered as high 

grade tumor.  

In this paper, we extracted 15 shape features based on 

geometric parameters such as perimeter, area, major axis, 

minor axis, thinness ratio, eccentricity, Equidiameter, 

dispersion, compactness, circularity, roundness, elongation, 

and shape index are measured to identify the shape of the 

tumor [17, 18]. 

2.2.1.2 Texture (statistical) features 
Texture information can be used to discriminate the tissues of 

the organ. Here texture features are extracted using 1st order 

and 2nd order statistics methods of the tumor region tissue 

[15-17]. 
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First order statistic features (FOS): 

In our experiment, we calculated five FOS features which are 

the average gray level, standard deviation, entropy, skewness, 

and kurtosis [22]. 

Second order statistic features: 

The texture characteristics of extracted tumor which 

correspond to second-order statistics features such as the gray 

level co-occurrence matrix and gray level run length matrix 

[16, 19]. The gray level co-occurrence matrix (GLCM) is a 

statistical method used to analyze the texture of the image. In 

our case, 20 features are computed using GLCM matrices. 

Such as contrast, correlation, energy, homogeneity, cluster 

shade, dissimilarity,  sum average, sum variance and maximal 

correlation coefficient [23]. 

The gray level run length GLRLM is a spatial domain 

statistical method that provides information about the linked 

length of an individual pixel in a specific direction.  The 

GLRLM is calculated for 0°, 45°, 90° and 135°. We extracted 

seven features using GLRLM matrices a from the gray scale 

image such as Short Run Emphasis (SRE), Long Run 

Emphasis (LRE), Gray Level Non-uniformity (GLN), Run 

Percentage (RP), Run Length Non-uniformity (RLN), Low 

Gray Level Run Emphasis (LGLRE) and High Gray Level 

Run Emphasis (HGLRE) [24]. 

2.2.1.3 Wavelet- based features 
The wavelet energy is called wavelet-based feature which 

reflective the energy distribution in different directions at 

different resolutions of the image. The wavelet energy was 

computed for the details sub-band and the approximate sub-

band [16]. 

2.2.1.4 Boundary features 
Characteristics of the brain tumor boundary play an important 

role in differentiate benign and malignant tumor as a typical 

benign tumor has a uniform round and smooth boundary. On 

the other hand, malignant tumor has a speculated and rough 

boundary [16]. The degree of border irregularity is calculated 

using modified box-counting method for measuring surface 

fractal dimension [25].   

2.2.2 Feature Ranking using T-test 
The Hold-Out cross validation method is used. It has the 

advantage of partition the entire dataset in training and testing 

as you need. Here we used 70% of entire data set as training 

and test with the rest in the phase of classifiers, 

in this work, each  feature set is  ranked individually using 

absolute value two-sample t-test with pooled variance 

estimate. It is a simple method for finding important features. 

It is a parametric test that compares the location parameter of 

two independent data patterns.  The algorithm statistics is 

given by: 

         
𝒙 .𝒚 

   
𝒔𝒙
𝟐

𝒏
+
𝒔𝒚
𝟐

𝒎

                                 (3) 

2.2.3 Classification 
In this step, three different classifiers were tested which are 

Artificial Neural Network (ANN), K-Nearest Neighbor 

(KNN), and Support Vector Machine (SVM). ANN is 

unsupervised learning technique and it is a three-layer feed 

forward neural network [26] is implemented with n input, h 

hidden, and one output neuron. 

 

K-Nearest neighbor is based on the concept that the instances 

of data of the same class should be closer in the feature space. 

As a result, given an input feature vector X of unknown class, 

it determines the k closest training vectors according to 

similarity measure distance metric (Euclidean), Vector X is 

assigned to the class to which the majority of k-nearest 

neighbors belong [27].   

Support vector machine is a supervised learning machine for 

binary classification problems. Given a training dataset  

{xi , yi }Ni=1,where xi ∈ Rd is a feature vector and d the 

dimension of the input feature vector and yi ∈ {−1,+1} is a 

class label, SVM identifies the data points near the optimal 

separating hyperplane, which is called support vectors.  

3. RESULTS AND DISCUSSION  
The proposed system is tested and evaluated using a publicly 

available dataset; MICCAI 2012 Challenge on Multimodal 

Brain Tumor Segmentation (Brats) [28]. It consists of 29 real-

patients containing 20 high-grade volumes and 9 low-grade 

volumes. Also simulated Brats dataset consists of 25 high-

grade volumes and 25 low-grade volumes. Each volume 

contains 160 slices of FLAIR MRI images.    

The performance of different sets is evaluated using a set of 

65 volumes of the Brats dataset (24 real-patients and 41 

simulated data.   

The main purpose of this paper is to study the efficiency and 

efficacy of different feature sets in quantification and 

classification of brain tumors.  In this step, we evaluated the 

ability and proficiency of different feature sets in which those 

feature categories are widely used in brain tumor 

classification. Tables 1 and 2 summarize the classification 

results for each feature set obtained from Flair modality of 

sixty five real and simulated Brats data sets when using three 

different classifiers. 

It can be observed that the Wavelet–based features (two 

wavelet energy features) achieve the best performance results 

using the three classifiers (SVM, ANN, KNN) and also for the 

sensitivity and specificity of each classifiers. Also it can be 

seen that in most feature sets, SVM gives highest performance 

in spite of in some cases SVM classifier sensitivity is very 

low as in 2nd order statistic features (GLCM, GLRLM) 

individually. 

When comparing the efficiency of the four feature sets, the 

best results are achieved for the wavelet features by the three 

classifiers: SVM, ANN, and KNN which is 94.74% for the 

SVM classifier. The second best results for 1st order features 

(5 features) achieved by the three classifiers and the results 

are the same which are 89.47%. 

In the boundary features using Hausdorff fractal dimensions 

method the three classifiers give the same accuracy results 

84.21% while the ANN has the lowest sensitivity compared 

with the other classifiers.  
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Table 1: Results of classification using ANN with different 

feature sets. 

Features sets 

Accuracy 

% 

Sensitivity 

% 

Specificity 

% 

ANN ANN ANN 

FOS 89.47 77.78 100 

GLCRM 84.21 77.77 90 

GLRLM 84.21 77.70 100 

2nd order 

GLCM+GLRL) 
78.95 77.78 80 

Over all texture 

feature 
78.94 88.88 70 

Wavelet  

features 
94.47 100 90 

Boundary 

features 
84.21 77.77 90 

Shape features 89.47 88.88 90 

*The values in bold denote cases in which the given 

feature set yields significantly better results than the 

other sets. 

Table 2: Results of classification using SVM and KNN 

with different feature sets. 

Features 

sets 

Accuracy % Sensitivity % Specificity % 

SVM 
KN

N 
SVM KNN SVM KNN 

FOS 89.47 
89.4

7 
88.89 77.78 90 100 

GLCRM 78.95 
78.9

5 
55.56 66.67 100 90 

GLRLM 84.21 
84.2

1 
77.78 77.78 90 90 

2nd order 

(GLCM+G

LRLM) 

89.47 
78.9

5 
88.89 66.67 90 90 

All texture 

feature 
84.21 

73.6

8 
77.78 77.78 90 70 

Wavelet  

features 
94.74 

89.4

7 
100 88.89 90 90 

Boundary 

features 
84.21 

84.2

1 
88.89 88.89 80 80 

Shape 

features 
84.21 

89.4

7 
88.89 88.88 80 90 

*The values in bold denote cases in which the given 

feature set yields significantly better results than the 

other sets. 

From Tables 1 and 2, it can be observed that the lowest results 

achieved by the SVM and KNN classifiers when using the 

GLCRM (20 features). The ANN gives its lowest accuracy in 

2nd order statistical features (GLCRM+GLRLM) (27 

features) and all texture features. 

 

Figures 2, 3, and 4 illustrate the performance of the three 

classifiers and their sensitivity and specificity achieved using 

each feature sets. 

Figure 5 shows the performance results of the three classifiers 

(SVM, KNN, ANN) with combination all feature categories 

and with different number of features ranked by the T-test. 

The x-axis shows the ranked number of features used for 

classification, and the y-axis represents the classification 

accuracy.  

It can be seen that, with 30 features of the T-test output, the 

accuracy of the SVM classifier gives the highest performance 

(89.47%) compared with other two classifiers. 

The classification accuracies of ANN is the most stable and 

gives high performance with almost number of features of T-

test  as it gives high performance with 5,10,15,45 features of 

T-test which is 89.47% and lowest performance with 25 

features of T-test (78.95%). While the performance of KNN, 

with only few features of T-test (1 to 15 features) give 

reasonable accuracy (84.21%) then it performance decrease 

with increasing number of features used. 

Table  3, 4, 5 summarize  the results of classification using the 

feature combinations, hold-out cross validation was repeated 

randomly 25 times using  SVM , KNN and ANN classifiers 

on the 65 cases of Brats dataset.  

We can see that the best brain tumor classification accuracy 

rate achieved by SVM classifier was 89.47% with two 

features, GLCRM,GLRLM (2nd order statistical features) 

while the best performance occurred by ANN classifier was 

89.47% with two different combinations of features which are 

(DWT, FOS) and (shape, boundary). Finally the best 

performance of KNN classifier was 89.47% with DWT, FOS 

features. 

 

Fig 2:  Comparison of accuracy results of three classifiers: 

SVM, ANN, KNN using different sets of features Obtained 

from Flair modality of real and simulated data (65 cases). 
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Fig 3:  Sensitivity results of three classifiers using different 

sets of feature obtained from Flair modality of real and 

simulated data (65 cases). 

 

Fig 4: Specificity results of three classifiers using different 

sets of feature obtained from Flair modality of real and 

simulated data (65 cases). 

 

Fig 5: Classification accuracy of SVM , KNN and ANN for 

different numbers of features selected using T-Test. 

 

 

Table 3: Best performances of features combinations using 

SVM (linear) classifier 

No. of 

Features 
Feature combinations 

SVM 

Acc 

% 

Sen 

% 

Sp 

% 

17 DWT, shape 
78.9

8 
77.78 80 

7 DWT, FOS 
78.9

5 
88.89 70 

20 shape, FOS 
73.6

8 
77.78 70 

22 DWT, fOS, shape 
78.9

5 
88.89 70 

3 boundary, DWT 
84.2

1 
88.89 80 

16 boundary, shape 
78.9

5 
77.78 80 

6 boundary, FOS 
78.9

5 
77.78 80 

21 boundary, FOS, shape 
78.9

5 
77.78 80 

9 GLRLM,DWT 
78.9

5 
77.78 80 

18 boundary, DWT, shape 
78.9

5 
66.89 70 

23 boundary,DWT,shape,FOS 
73.6

8 
66.67 80 

27 
GLCRM,GLRLM (2nd order 

statistical features) 
89.4

7 
88.89 90 

32 All statistical features 
84.2

1 
77.78 90 

50 All features sets (50) 
78.9

8 
88.89 70 

 

Table 4 :  Best performance of features combinations 

using ANN classifier 

No. of 

features 
Feature combinations 

ANN 

Acc 

% 

Sen 

% 

Sp 

% 

17 DWT, shape 84.21 88.88 80 

7 DWT, FOS 89.47 88.89 90 

20 shape, FOS 84.21 77.77 90 

22 DWT, FOS, shape 84.21 88.88 80 

3 boundary, DWT 84.21 77.77 90 

16 boundary, shape 89.47 88.88 90 

6 boundary, FOS 78.94 88.88 70 

21 boundary, FOS, shape 84.21 77.77 90 

9 GLRLM, DWT 84.21 77.77 90 
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18 boundary, DWT, shape 84.21 88.88 80 

23 boundary,DWT,shape,FOS 73.68 88.88 60 

27 
GLCRM,GLRLM (2nd 

order statistical features) 
78.95 77.78 80 

32 All statistical features 78.94 88.88 70 

50 
All features sets (50 

features) 
84.21 88.88 80 

 
Table 5:  Best performances of features combinations 

using KNN classifier 

No. of 

features 
Feature combinations 

KNN 

Acc 

% 

Sen 

% 

Sp 

% 

17 DWT, shape 78.95 77.78 80 

7 DWT, FOS 89.47 88.88 90 

20 shape, FOS 78.68 77.78 70 

22 DWT, FOS, shape 78.98 77.78 80 

3 boundary, DWT 84.21 77.78 90 

16 boundary, shape 84.21 77.78 90 

6 boundary, FOS 73.68 77.78 70 

21 boundary, FOS, shape 73.68 77.78 70 

9 GLRLM,DWT 78.95 66.67 90 

18 boundary, DWT, shape 84.21 77.78 90 

23 boundary,DWT,shape,FOS 73.68 77.78 70 

27 
GLCRM,GLRLM (2nd 

order statistical features) 
78.95 66.67 90 

32 All statistical features 73.68 77.78 70 

50 
All features sets (50 

features) 
78.95 77.78 80 

 

4. CONCLUSION 
In this paper, the evaluation of the proficiency and ability of 

different and widely used features in classification of brain 

tumors has been proposed. Features are shape, statistical 

(FOS, GLCRM, GLRLM), Wavelet-based and boundary 

using modified counting box FD features. The best 

performance 94.74% was achieved by the SVM for the 

wavelet –based features. The lowest accuracy achieved by the 

three classifiers obtained when using the second order 

(GLCRM+ GLRLM) and all texture features which are 

78.95% in GLCRM, 78.95% in 2nd order statistical (texture) 

features (GLCRM+GLRLM) and in all texture features and 

73.68% respectively.  The final step in this study, we evaluate 

the best performance for SVM, ANN, KNN classifiers was 

89.47% with different feature categories combinations. In 

which the best SVM performance classifier with 2nd order 

texture features (GLCRM, GLRLM) while the ANN gives 

best performance with (FOS, DWT) and (Boundary, Shape). 

The KNN gives best performance with (FOS, DWT) 

combination.   
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