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ABSTRACT 

In Machine learning tasks, mainly in classification problems, 

the performance measures are of major concern in order to 

determine and compare the performance of classification 

methods. In classification problem the accuracy of the 

classifier is one of the most important performance measures 

commonly used. However, computing performance in the 

dynamic environment learning offered for concept drifting 

data streams also requires some performance considerations 

as compared to classification tasks in static environment. 

Furthermore, the learning and testing strategies widely used 

for training and testing of classifiers of static environments 

cannot be utilized efficiently to meet the requirements of 

concept drifting data stream mining as the main requirement 

of online leaning is to perform one pass incremental learning 

on large datasets conversely to the allowable iterative 

learning in static environment with small datasets. This paper 

describes some important performance measures and 

learning and testing strategies pertaining to online and 

incremental learning in the presence of concept drifting data 

streams. Furthermore, this paper also presents performance 

measures of drift detection methods widely used as an 

explicit component in many concept drifting data stream 

mining algorithms. 
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1. INTRODUCTION 
Performance evaluation of classifier is of high concern in 

decision making. Many performance evaluation measures for 

classification methods in static environment have been 

proposed and practiced.  Contrary to the evaluation methods 

of data mining in stationary environment, the non-stationary 

concept drifting data streaming data mining approaches 

imposes mandatory requirements of new performance 

measures other than then the conventional performance 

measures utilized for stationary environment so far.The new 

performance measures for the data mining in concept drifting 

data streaming scenario is required  to satisfy the 

characteristics requirements and constrains of online and 

incremental data streams mining methods with non-uniform 

underlying data distribution. While evaluating predictive 

ability of classifiers it is very crucial to consider the 

incremental and online learning constraints. The online 

learning algorithms and incremental learning algorithms are 

characterized by following properties.as below:  

 Support One Pass Learning: Unlike to the often 

iterative methods of learning by static environment 

learner, the concept drifting data streams classification 

methods should be one-pass, i.e., the learning should be 

online and incremental.   

 Low Memory Requirement:  The learning algorithm 

of drifting data streams should be low on memory 

requirement but still should be able to contain all 

possible concepts. 

 Adaptive Towards Changes:  In order to maintain the 

consistent accuracy of the classifier, the learning 

method should be able to update the classifier model 

whenever change in the underlying concept of the data 

stream appeared.  

 Order Independent:  The learning should not be order 

dependent.   

In concept drifting data streaming environment, the new 

classes may evolve very frequently, which tends to the 

change in decision rules of the trained model with respect to 

time as shown in Fig. 1. In order to achieve high and 

consistent performance, the trained model required to be 

updated whenever, the underlying concept of the data stream 

changes.  

 

Fig 1:Change in decision boundary due to the occurrence 

of concept drift in data stream 

Moreover, in general, the non-stationary data generating 

source generates concept drifting data stream at very high 

speed, therefore it very crucial for data mining methods in 

such dynamic environment to adopt these changes very fast. 

While measuring the performance of the classifiers in 

concept drifting data stream environment, instead of only 

considering the overall average performance measures of the 

classification model, the run-time performance evaluation is 

of more interest. Such run-time analysis time analysis can 

facilitate in-depth observation of performance measures of 

classifiers when concept drifts occur.  

To measure the run-time performance of classifiers for the 

classification of concept drifting data streams, the graphical 

plots are commonly used. In such depiction of the run-time 

analysis, the 𝑌-axis represents the performance measure and 

the 𝑋-axis represents the number of instances as shown in 

Fig 2. for performance measures like accuracy, memory 

consumption, testing and learning time, etc. 
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Fig 2: Graphical representation for run-time 

performance analysis of classification algorithms for 

concept drifting data streams 

The remaining part of this paper is organized as follows; the 

section 2 formally defines concept drift and explain online 

and incremental learning methods for data streams. Section 3 

presents various methods for mining data streams with 

concept drifts. Section 4 presents various performance 

evaluation measures for concept drifting data stream mining. 

Section 5 explains the estimation methods used in data 

stream mining.  

2. DATA STREAM AND CONCEPT 

DRIFTS  
Classification algorithms are generally characterized by 

theiraccuracy of classification, their speed of classification 

and their memory requirement for performing classification 

[1]. During last few years, the problem of classification of 

data generated from stationary or static sources has matured 

enough and providing very accurate results. The stationary 

data generators generate data continuously with respect to 

time with uniform data distribution.  A data that is generated 

continuously with time is termed as data stream [2-5].  

The data stream with uniform data distribution can be learned 

very easily by utilizing a small set of labeled data belongs to 

the stream. Such type of learning is called offline learning. 

The offline can be performed by utilizing classical batch 

learning setting [6].  

However, the sensors or data generators of the real world 

applications are the major sources of data streams with 

varying underlying data distribution. Continuously generated 

data streams whose underlying data distribution changes with 

time are commonly referred as concept drifting data 

streams[7-11] or dynamic (non-stationary) data streams. 

There are many real world examples where concept drifting 

data stream are generated and required to be classified for 

real-time decision-making. For example, market-basket 

analysis [12], web page classification [7], sentiment analysis 

[5, 13-18]. Unlike to the learning algorithms of stationary 

data streams where the learning is performed offline using 

batch setting, the concept drifting data streams learning 

algorithms required to be adaptive with the change in the 

data distribution. The Online Learning and Incremental 

Learning strategies [6] are generally used in such changing 

environment. Figure 1.2 depicts the incremental learning 

process in the presence of concept drifts. 

The concept drifts in data stream can be described by the 

help of distribution probability data stream as follows. Let 

𝑃 𝑋  represents data distribution of 𝑋 and 𝑃 (𝑐 𝑋 ) 

represents the class conditional probability of class 𝑐,  the 

prior probability of the class 𝑐 is denoted by 𝑃 𝑐 , then 

formally the change in 𝑃(𝑐 𝑋 ) is called concept drift. [10]. 

3. CONCEPT DRIFTING DATA 

STREAM MINING APPROACHES 
The concept drifting data stream mining methods can be 

broadly categorized in four categories as shown in Figure 4.  

 

 
Fig 3.Incremental Learning Process 
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Fig 4: Data stream mining approaches

(i) Classical Single Classifier Approaches 

(ii) Explicit Drift Detection Methods 

(iii) Window Based Methods 

(iv) Ensemble Methods 

3.1 Classical Single Classifier Approaches 
The single classification methods are the conventional 

methods used for the classification of stationary data. The 

most commonly used methods are Naïve Bayesian (NB) [19] 

and Support Vector Machine (SVM) [20]. The Naïve 

Bayesian (NB) method and constructed on conditional 

probability as sown in Equation (1), where 𝐶 is class labels, 𝑥 

denotes an instance. The NB based on the assumption of 

independent features.    

𝑃 𝐶 𝑥  =
𝑃 𝐶 𝑃 𝑥 𝐶  

𝑃 𝑥 
   (1) 

SVM is another popular method for classification. SVM is 

based on discriminative model that is defined by separating 

hyper plane.  SVMs are basically linear classifiers that learn 

decision boundary as given in Equation (2), where is weight 

vector and 𝑏 is threshold. SVM try to select the hyper-plan 

with maximum margin.  

𝑓 𝑥 = 𝑠𝑖𝑔𝑛  𝑤𝑇𝑥 + 𝑏 =  +1 𝑖𝑓 𝑤𝑇𝑥 + 𝑏 > 0
−1 𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒

    (2) 

3.2 Explicit Drift Detection Methods 
There are certain classification models which exclusively 

employ an explicit drift detection method to detect for 

detecting drifts [21-23] as shown in Figure 5. After the 

detection of driftsthe structure of the classification model 

rebuilt itself in order to high accuracy by performing learning 

on the new distribution of the data stream. Two commonly 

used drift detection methods include drift detection method 

DDM [24] and Early Drift Detection Method (EDDM) [22]. 

 

Fig 5.Explicit Drift Detection Method 

3.3 Window Based Methods 
The window based method is very common in data stream 

mining. In this method, the data stream is observed for a fixed 

size chunk of instances. Such methods can also be considered 

as a process of incremental learning process. Some methods in 

this category also offered adaptive window size to reduce the 

delay introduced by fixed window size[25]. 

3.4 Ensemble Methods 
Ensemble learning methods utilized several classifiers in 

order obtain better accuracy than a single classifier could 

have[26]. In this method all existing member classifiers of the 

ensemble make prediction for an instance and finally the 

decision of all the classifiers are aggregate using some 

integration, rule, like voted majority. 

4. Performance Measures for Concept 

Drifting Data Stream Mining Techniques 
Similar to the performance measures used so far for 

evaluating the performance measures of stationary or static 

environment, the performance measures of classification 

models for the non-stationary concept drifting data stream are 

also consider the commonly used measures as listed below:- 

4.1 Accuracy Based Performance 

Measures 
 Accuracy:   The accuracy of a classifier is defined as 

the ratio of correctly classified instances with respect to 

the total number of instances present in the dataset. The 

accuracy of a classifier can be calculated using Equation 

(3). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦  𝐴 =
𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠
 (3) 

 Sensitivity & Specificity: The sensitivity and specificity 

performance measures the performance of binary 

classification test. The specificity is called the recall or 

true positive rate (TPR) or some time also called 

probability of detection as given in Equation (4). It is the 

measure of true positive instanced detected by the 

classifiers. Contrary to sensitivity, the specificity is 

called true negative rate (TNR) as given in Equation (4). 

The specificity measures the truly classified negative 

instances.   

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 𝑜𝑟 𝑇𝑁𝑅 =
 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠 

𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠
 

=  
 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠 

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
          (4) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠
 

=
𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑐𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
        (5) 
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 G- Mean:The G-Mean (Geometric mean)  of a classifier 

is used to compute the  mean of specificity and 

sensitivity of  classifier. The G-mean is commonly used 

for class imbalanced data streams. 

 Kappa Statistic (K): Kappa Statistics can be computed 

as using Equation (6), 

𝐾 =
𝑃0 − 𝑃𝑐
1 − 𝑃𝑐

   (6) 

Where, 𝑃0 is the probability that any random classifier 

makes the correct prediction and 𝑃𝑐  is the accuracy of the 

classifiers currently used for the classification. 

 Generalized Kappa Statistics: The generalized kappa 

statistics is more accurate in handling class imbalanced 

data streams as compared to G-Mean and standard kappa 

statistics. 

 Receiver Operating Characteristics (ROC)/ AUC:  

ROC is a commonly used method for evaluating 

classifiers. However, because of the involvement of 

iterative computations, the direct implementation of 

ROC is not very efficient for large datasets and data 

streams. To meet such requirements, the ROC can be 

implemented with the use of periodic hold-out 

evaluation. 

 Prequential Accuracy: Prequential accuracy is use to 

test the new incoming instances one-by-one or in small 

chunk of instances. This method is highly suited for 

online learning for concept drifting data streams. 

4.2 Performance Measures Other than 

Accuracy 
Although the accuracy of any classifier, but there are many 

other crucial measures on which the performance of concept 

drifting data stream mining methods are discussed. Some of 

them are discussed in this section. 

 Memory Requirement: The average memory 

consumption by an algorithm is a major concern for 

every algorithm. Moreover, the tracking of run-time 

change in memory requirement is also very crucial 

concept drifting data stream mining in order to get in-

depth run-time observation. 

 Update/ Rebuilt Time: The update/ rebuilt time in 

online learning refers to the time that an algorithm needs 

to adjust the changes in the underlying data distribution 

whenever concept drifts occur in the data stream. Such 

kind of action is required to balance the accuracy in 

drifting data streams. 

 Classification Time:The classification time is the time 

required to take decision on incoming instances. The 

large classification time is discoursed. Most of the 

iterative methods are having large classification time as 

compared to  one pass learning.  

5. Performance Estimation Techniques  
The performance estimation techniques are used to estimate 

the any decided performance measures.   In machine learning 

such estimation techniques are studied as the method of 

learning and testing. The learning and testing techniques can 

be broadly classified into two categories for better 

understanding as given below: 

(i) Learning and testing strategies for static data of 

small size.  

(ii) Learning and testing strategies for non-stationary 

data of large size. 

5.1 Learning and testing strategies for 

static data of small size 
In supervised learning, before training the classifier, the 

labeled dataset is divided into training data and test data. After 

training, the accuracy of the learned classifier is measured on 

test data. Such practice of training and testing is termed as 

Batch Setting. Usually the Batch Setting is preferred in 

situations where the underlying data distribution of the 

training dataset remains static. The two well-established 

methods used in batch settings are: 

(i) Holdout: In holdout, the labeled dataset in divided into 

two parts, one is training data and other is test data. 

(ii)  K-fold Cross-Validation: The K-fold Cross-Validation 

is a variant of holdout, where the labeled dataset is 

partitioned into 𝑘 equal samples. Out of the 𝑘 samples, 

one sample is used as the validation data for testing and 

the remaining 𝑘 −  1 samples are used for training 

purpose. In K- fold cross-validation, this process is 

repeated for all samples by selecting one sample as 

validating data and rest as training data.  

Although the holdout method has comparatively low learning 

and testing time complexity, but it has various issues such as: 

(i) It reduces the size of training data.  

(ii) Unbalanced training and testing.  

(iii)  Inconsistent in predicting the presence of concept drifts.  

The K-fold cross-validation method of batch setting guards 

the issues of training data size and unbalanced training and 

testing, however it has high time complexity. 

5.2 Learning and testing strategies for non-

stationary data stream 
The high speed concept drifting data stream poses challenge 

in completely storing the data in memory, due to which the 

iterative learning is not suitable for such a large data. 

Furthermore, the necessity of fast decision making also limits 

the possibility of iterative processing capability offer by batch 

setting. Therefore, the concept drifting data streams some new 

one pass approach suitable in this scenario.  

5.2.2  Interleaved Test-Then-Train or Prequential 
This approach is very suitable for learning concept drifting 

data streams.  In this method, each newly arrived instance are 

first tested before it is used for training. If the instance is 

classified wrongly by the current model then only the instance 

is considered for updating the model, otherwise, the instance 

is dropped.  This model satisfies the one pass learning 

requirement of the classifier in dynamic data streams. 

Furthermore, it does not require any hold-out. 

6. PERFORMANCE MEASURES FOR 

EXPLICIT DRIFT DETECTION 

METHODS 
This section exclusively presents discusses performance 

measures of explicit drift detection based methods for 

classification of concept drifting data stream mining. 

 Probability of True Change Detection: It is the 

probability of the learning system for the true detection 

of the drifts and reacts accordingly. It is the measure that 

specifies the capacity of the system for true detection. 

 Probability of false alarms: It is used to measure the 

resilience to false alarms in absence of drift. It detects the 

drift even when there is no change in the target concept. 

The computation of false alarms can be done by 

computing the detections on the data in absence of 



International Journal of Computer Applications (0975 – 8887) 

Volume 180 – No.42, May 2018 

14 

concept drifts where all detections will be considered as 

false but it is not the case of gradual drifts as there can be 

drift detection that may occur for more than one time. 

 Delay in or time lag of detection: It is used to measure 

the detection of change which is measured after its actual 

detection. It can use the elapsed time to measure the time 

lag. It gives the estimation of new instances which are 

taken into account after the actual drift detection to 

measure the time lag.   

 Detection point accuracy: The accuracy of change 

localization is also important in addition to delay in 

detection. It can be estimated by making count to the 

number of instances measured from the change point to 

that of true change point. 

7. CONCLUSION  
Learning in non-stationary environment poses challenges in 

practicing various established performance evaluation and 

estimation methods used so far for static environment. Due 

the presence of concept drifts such challenges become more 

strengthen. Because of these challenges the direct 

implementation it very necessary to understand new 

performance measures and performance estimation methods 

that should meet the requirement of concept drifting data 

streams. This paper described all major performance 

evaluation measures and also discussed the estimation 

methods suitable for concept drifting data mining methods. 

Furthermore, this paper also discusses the performance 

evaluation measures for drift detection methods, which are 

utilized as an explicit component of the complete 

classification model. 
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