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ABSTRACT 

Malicious software and especially computer worms cause 

significant damage to organizations and individuals alike. The 

detection of computer worms faces a number of challenges 

that include incomplete approximations, code morphing 

(polymorphism and metamorphism), packing, obfuscation, 

tool detection and even obtaining datasets for training and 

validation. The challenge of incomplete approximations can 

partially be solved by feature selection. 

Generally, only a small number of attributes of binary or 

network packet headers show a strong correlation with 

attributes of computer worms. The goal of feature selection is 

to identify the subset of differentially expressed fields of 

network packet headers that are potentially relevant for 

distinguishing the sample classes and is the subject of this 

study. The datasets used for the experiments were obtained 

from the University of San Diego California Center for 

Applied Data Analysis (USCD CAIDA). Two sets of datasets 

were requested and obtained from this telescope. The first is 

the Three days of Conficker Dataset ([2]) containing data for 

three days between November 2008 and January 2009 during 

which Conficker worm attack ([4]) was active. It was found 

out that is well known dstport, ip l en, value, ttl and China 

were the most instructive features. 

General Terms 

Feature selection, computer worm detection, hybrid feature 

selection 

Keywords 
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1. INTRODUCTION 
The scope of this study is feature selection as a step in 

computer worm detection using machine learning approaches. 

Malware is any malicious software. According to [1], on 

average, a malware event occurs at a single organization once 

every three minutes. The nature of these incidents has 

changed from broad, scattershot assaults to very targeted 

attacks, with persistent adversaries causing significant damage 

to organizations and individuals alike. Figure 1 and Figure 2 

show types of security incidents experienced by organizations 

and what their impact has been in the year 2013. It is evident 

that computer viruses and worms present a huge problem.  

 

Fig. 1. Security Incidence or Network Security breach 

survey results. 

 

Fig. 2. Impact of security incidence or network breach on 

organizations survey results. 

Computer worm is one of the many malware that also 

includes viruses, Trojans, spyware, adware and many others. 

This category refers to malware that automatically propagate 

in computer networks. Their detection faces a number of 

challenges that include 

incomplete approximations, code morphing (polymorphism 

and metamorphism), packing, obfuscation, tool detection and 

even obtaining datasets for training and validation. The 

challenge of incomplete approximations can partially be 

solved by feature selection. Generally, only a small number of 

attributes of binary or network packet headers show a strong 

correlation with attributes of computer worms. 
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The goal of feature selection is to identify the subset of 

differentially expressed fields of network packet headers that 

are potentially relevant for distinguishing the sample classes. 

Feature selection is defined as a process that selects a subset 

of original features [13] [7] with the optimality of a feature 

being measured by an evaluation criterion [13]. [12], [5] add 

that the process selects relevant features while removing 

irrelevant, redundant and noisy features from data. For the 

section of the discussion that follows, the definition adopted is 

that feature selection is a process that selects a subset of 

original features while removing irrelevant, redundant and 

noisy features from data with the optimality of a feature 

measured by an evaluation function. 

Feature selection has a number of benefits. These include 

facilitating data visualization and understanding, reducing 

measurement and storage requirements, reducing training and 

utilization times, defying the curse of dimensionality and 

improving prediction performance and avoiding overfitting. 

([10, 12, 16]). [6] explain overfitting as using irrelevant 

variables for new data leading to poor generalization. 

Feature selection methods can be categorized into filter 

methods, wrapper methods and embedded methods. These 

methods are discussed as follows: 

Filter methods select features using a preprocessing step. 

They totally ignore the effects of the selected feature subset 

on the performance of the induction algorithm. Figure 3 

shows filter method. 

 

Fig. 3. Filter Approach 

Another category of methods used for feature selection is 

wrappers method. These use the predictive performance of a 

given learning machine to assess the relative usefulness of 

subsets of variables [15, 10]. The induction algorithm is run 

on the dataset with different sets of features removed from the 

data. The feature subset with the highest evaluation is chosen 

as the final set on which to run the induction algorithm. Figure 

4 shows wrapper approach. 

 

Fig. 4. Wrapper Approach 

The last category of methods for feature selection are 

embedded. These incorporate feature selection as part of the 

training process 

[10, 15]. 

2. RELATED LITERATURE 
A number of particular implementations for the methods 

discussed above are here reviewed. 

A tree regularization framework which enables many tree 

models to perform feature selection efficiently has been 

proposed by [8]. The key idea is to penalize selecting a new 

feature for splitting when its gain is similar to the features 

used in previous splits. If gain(xj) is the evaluation measure 

calculated for feature xj. If the split feature at a tree node is 

selected by maximizing gain(xj) and F is the feature set used 

in previous splits in a tree model, the idea of the tree 

regularization framework is to avoid selecting a new feature 

xi, unless gain(xi) is substantially larger than maxi(gain(xi)) 

for xi C F. To achieve this goal, a penalty to gain(xj) is 

considered for xi C F. A new measure is calculated as 

 

Where ϒ C [0,1] and is the coefficient. The F from a built 

regularized tree model is expected to contain a set of 

informative but non redundant features. 

Figure 5 shows tree based feature selection 

 

Fig. 5. Regularized tree feature selection 

[17] propose a two-stage method to implement feature 

selection. In the first stage, Information Gain (IG), a filter 

method was used to select informative genes. Features were 

sorted in accordance with their information gain values. A 

threshold for the results was established and features filtered 

out. In the second stage, Genetic Algorithm (GA), a wrapper 

method, was implemented. [9] presents a filter approach. The 

feature selection picks features which maximize their mutual 

information with the class to predict, conditionally to the 

response of any features already picked. A feature X0 is good 

only if I(Y ;X ̍ X) is large for every X already picked. This 

means that X is good only if it carries information about Y 

and if this information has not been caught by any of the X 

already picked. 

In this study, we used a two-stage method to implement 

feature selection. A linear predictor, a linear SVM was used 

and variables selected first with a variable ranking method 

using correlation coefficient. Thereafter, a nested subset 

selection method was used performing forward or backward 

selection. This approach was then empirically compared 

against CFS, FCBF, Regularized Tree using the darknet traffic 

dataset described in Section 3. The study also defines the 
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worm behaviors that are useful for their classification and can 

be found in the packet headers. 

3. METHODS  

3.1 Data set and tools. 
The datasets used for the experiments were obtained from the 

University of San Diego California Center for Applied Data 

Analysis (USCD CAIDA). The center operates a network 

telescope that consists of a globally rooted /8 network that 

monitors large segments of lightly used address space. There 

is little legitimate traffic in this address space hence it 

provides a monitoring point for anomalous traffic that 

represents almost 1/256th of all IPv4 destination addresses on 

the Internet.  

Two sets of datasets were requested and obtained from this 

telescope. The first is the Three days of Conficker Dataset 

([2]) containing data for three days between November 2008 

and January 2009 during which Conficker worm attack ([4]) 

was active. This dataset contains 68 compressed packet 

capture (pcap) files each containing one hour of traces. The 

pcap files only contain packet headers with the payload 

having been removed to preserve privacy. The destination IP 

addresses have also been masked for the same reason.  

The other dataset is the Two Days in November 2008 dataset 

([3]) with traces for 12 and 19 November 2008, containing 

two typical days of background radiation just prior to the 

detection of Conficker which has been used to differentiate 

between Conficker-infected traffic and clean traffic.  

The datasets were processed using the CAIDA Corsaro 

software suite ([11]), a software suite for performing large-

scale analysis of trace data. The raw pcap datasets were 

aggregated into the Flow- Tuple format. This format retains 

only selected fields from captured packets instead of the 

whole packet, enabling a more efficient data storage, 

processing, and analysis. The 8 fields are source IP address, 

destination IP address, source port, destination port, protocol, 

Time To Live (TTL), TCP flags, IP length. An additional 

field, value, indicates the number of packets in the interval 

whose header fields match this FlowTuple key.  

The instances in the Three Days of Conficker dataset have 

been further filtered to retain only instances that have a high 

likelihood of being attributable to Conficker worm attack of 

the year 2008. [4] focuses on Confickers TCP scanning 

behavior (searching for victims to exploit) and indicates that it 

engages in three types of observable network scanning via 

TCP port 445 or 139 (where the vulnerable Microsoft 

software Windows Server Service runs) for additional victims. 

The vulnerability allowed attackers to execute arbitrary code 

via a crafted RPC request that triggers a buffer overflow. 

These are local network scanning where Conficker determines 

the broadcast domain from network interface settings, scans 

hosts nearby other infected hosts and random scanning. Other 

distinguishing characteristics of this worm included TTL 

within reasonable distance from Windows default TTL of 

128, incremental source port, incremental source port in the 

Windows default range of 1024-5000, 2 or 1 TCP SYN 

packets per connection attempt instead of the usual 3 TCP 

SYN packets per connection attempt due to TCPs retransmit 

behavior. 100 instances of the Confiker dataset flowtuples 

were chosen randomly. These were then filtered out into 294 

flowtuples using the distinguishing characteristics of Confiker 

worm attacks. Table 1 shows 5 instances of the Confiker 

dataset after this processing. 

 

Table 1. Instances of confiker after processing 
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The datasets were then marked malicious adding another 

column to the dataframe. Similarly, random instances were 

chosen from the Two Days in November 2008 dataset. These 

represented, as indicated in Chapter 3 background traffic 

before the onset of the confiker worm. An equal number of 

instances were picked at random, hence 294 instances. These 

were then marked benign. Table 2 shows a sample of these. 

Table 2. Instances of benign traffic  
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The two datasets were then mixed together and randomized. 

The datasets as retrieved from CAIDA have the destination IP 

address masked to preserve anonymity. This field therefore 

contributes no value for purposes of the research. It was 

therefore dropped. The source IP address column was 

encoded into the corresponding country using the geoip 

database and tool as can be seen in Table 3 
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Table 3. Worms and Benign traffic 
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An additional column to hold a value 1 if the source port was 

similar to the destination port and a value 0 otherwise was 

created. Same source and destination ports may be indicative 

of worm activity since worms attack similar services in 

machines that are vulnerable. Worms attack most commonly 

used services. Ports in the range 0 to 1024, otherwise known 

as well-known ports, are more likely to be candidate for worm 

traffic. A column was further added to take care of this. This 

was done for both source port and destination port. Worm 

attacks are also likely to originate from hosts that are rarely 

initiate traffic in usual communications. A column was added 

to capture this situation. Categorical columns were then 

encoded using dummy variables. The total number of columns 

after the transformations is then 91 while the number of 

instances (rows) is 588. These is what is then used for the 

feature selection experiments. Python and the library scikit 

learn [14] has been used for the feature selection experiments. 

3.2 Support Vector Machine(SVM) 
SVM theory has been developed gradually from Linear SVCs 

to hyperplane classifiers, that is, SVMs can efficiently 

perform nonlinear classification by using a kernel function, 

implicitly wrapping their inputs into high-dimensional feature 

spaces by selecting an appropriate kernel function. 

Furthermore, a favorable classification result is achieved 

using a hyperplane that has the largest distance from the 

nearest training data point of any class. Given a training 

dataset D(xi; yi), where xi denotes n observations of malware 

signatures, xi Є RN, i = 1,…,N; and yi is the corresponding 

class label whose value is either 1 or -1, that is, malicious or 

benign, indicating the class to which the point xi belongs, yi Є 

1,-1, assigned to each observation xi. Each behavioral 

signature xi is of dimension d corresponding to the number of 

proportional variables. 

 

A typical clustering problem is identifying the maximum 

margin of a hyperplane that divides the points exhibiting yi = 

1 from those exhibiting yi = -1. Any hyperplane can be 

written as the set of points, x, satisfying the following 

formula: w:xi+b = 0∀ i where . denotes the dot product and w 

denotes the normal vector of the hyperplane. The parameter 
𝑏

𝐼𝐼𝑤𝐼𝐼
etermines the offset of a hyperplane from the origin along 

the normal vector w. Generally, a decision function D(x) is 

defined for clustering as D(x) = w:x + b A traditional linear 

SVM has a key drawback, that is, assuming that the training 

data are linearly separable, a [?] suggested a novel approach to 

generate nonlinear classifiers by applying a kernel function to 

maximum-margin hyperplanes. The nonlinear algorithm is 

formally similar to the linear SVM, except that each dot 

product is replace by a kernel function. The effectiveness of 

the SVM depends on the selection of a kernel and the 

parameters of the kernel. Kernels include linear, polynomial, 

radial basis function, sigmoid among others. 

4. EXPERIMENTAL RESULTS 
The meaning of the above identified feature set items are as 

presented in Table 4. 

Table 4. Feature Meaning 

feature what it mean 

ttl time to live 

ip len ip packet length 

value number of packets 

iswellknowndstport destination port less than 1024 

dst445 destination port number 445 

dstother destination port above 1024 

418,1026,80 source port 

6,17 tcp and udp protocal number respectively 

0x00, 0x02 tcp flags null and syn 

country name source country name 

 

All low-variance features were removed by variance threshold 

technique. These are features which had similar values in 80 

percent of the instances. These would not be useful for the 

classification experiments. The remaining features included 

time to live, ip packet lengths,the number of packets in the 

interval whose header fields matched a FlowTuple key, well 

known ports, the destination port 445 and port 1026, TCP and 

UDP protocol numbers, null and syn tcp flags and packet 

country of origin China. 

Correlated features were determined and plotted using a heat 

map as shown in Figure 10. As can be seen, a number of 

features were either positively or negatively correlated. The 

most useful features were found to be ttl, value,China, iplen, 

iswellknowndstport.  
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Fig. 6. Feature Correlation Heat Map 

Feature selection using these features and Linear SVC 

classifier yielded the confusion matrix shown in Figure 7. 

 

Fig. 7. Feature Selection with Correlation Confusion 

Matrix 

There were a number of misclassifications especially the False 

Negatives (instances that were malicious but were classified 

as benign). An accuracy of 0.91 was registered. The False 

Negatives were very few (Instances that were were not worms 

but were classified as worms). This is very encouraging. 

Univariate feature selection and Linear SVC gave a 

classification accuracy of 0.91 as well. The feature set was 

however slightly different with iplen scoring much higher 

than the rest. It is followed by ttl, iswellknowndstport, China 

and lastly value. The corresponding confusion matrix was as 

shown in Figure 8. 

 

Fig. 8. Univariate Feature Selection Confusion Matrix 

Again, a few misclassifications. Recursive Feature 

Elimination wrapper method picked the best features as iplen, 

value, iswellknowndstport and China. Classification accuracy 

improved to 0.92. The corresponding confusion matrix was as 

seen in Figure 9. 

 

Fig. 9. Recursive Feature Selection Confusion Matrix 

Ranking the features using tree-based feature selection and 

random forests classifier yield the ranks as shown in Figure 

10. 
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Fig. 10. Feature Importance 

As can be seen, iswellknowndstport, iplen, value, ttl and 

China were ranked in that order. 

5. DISCUSSIONS  
The fields of network packet headers useful for the detection 

of computer worms included Time to Live, IP packet length, 

Wellknown ports and Source Country. It is instructive that 

computer worms target well known ports where popular 

services run for maximum impact and this explains why this 

feature is of importance for the classification. Conficker 

worm, for example, targets port 445 or 139 citepemile2009. 

The country likely to be the origin of the worm traffic was 

China. This is in line with the study by citefachkha2012, 

citefachkha2013 that also indicated Russia and China as the 

countries most likely to originate malicious darknet traffic. 

Packets coming from this country could be rated suspicious 

with a higher confidence value than those from other 

countries. IP packet length was also another useful feature for 

the detection. It is worth noting that worm packets are within 

particular ranges. The proposed two-stage method also 

improved feature selection. Other wrapper methods combined 

with Univariate feature selection methods could be 

investigated in future to improve the detection even further. 

6. CONCLUSIONS  
This work investigated the features of computer worms useful 

for their classification using a number of feature selection 

methods. It was found out that iswellknowndstport, iplen, 

value, ttl and China were the most instructive features. This 

was in line with what literature has reported. These features of 

packet headers could be further investigated. The proposed 

feature selection methodology performed slightly better than 

univariate feature selection. The feature set used is small and 

so this methodology should be fast in implementation. Future 

work could investigate exploring other univariate feature 

selection schemes and other wrapper and embedded schemes. 

Also, the feature set could be expanded. 
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