Efficient Algorithm and Framework for Interesting Patterns Generation for optimization of Association rule mining using genetic Algorithm for Social Networking Sites
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ABSTRACT
Social Networking (SN) plays an important part in real life because people is already connected in any types of social network like facebook, twitter, linkedin, instagram etc. SN gives a platform to people to share their ideas to each other. Moreover this type of online community, people may share their common interest. SN is a medium of making link with people having unique or common interest and goals. But there are various challenges in SN services. The major challenge is privacy it means keeping your information private isn’t just about your own choices. It’s about your friends’ choices, too. In this article a novel Algorithm proposed for Interesting Patterns Generation (AIPG) and framework for interesting patterns generation from weblog. This approach is also helpful in SN

General Terms
Patterns Generation Algorithms and Framework.
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1. INTRODUCTION
Now days SN services are rapidly growing, lots of social networks are available such as facebook, twitter, linkedin, instagram etc [1]. In social networking services any person can connect another person have shown the person using dot in the give figure and maintained its relationships through lines. In this network any number of visitors (v1, v2, v3 ...) can communicate each other. Web usage mining extracts useful information by using the web server log. By web log data can collect the behavioral patterns of the users. These patterns are used to de ne pattern discovery and associations between documents [2].

1.1 Web Server Log
Server log is a text file, which records every activity of visitors. The log file used or maintained on server log should be in a proper format which is called as file format [3]. There are various server file formats are available and contain different types of information such as Date- The date on which the activity occurred., Time- The time of activity occurred, Client IP addresses-The IP address is address of machine, User name-The name of that particular visitor; and anonymous user indicated by a “Hyphen” (-), Service Name- It tells the internet service name, Server IP address-The IP address of machine.

1.2 Web Usage Mining
Web usage mining is one of the applications of data mining technique.[4][19]. There are various tools are available for analyzing weblog such as Rapid Miner, Weblog Expert, Deep Log Analyzer etc.[14][18], and every tool offered some or the other feature which was better than the rest. Web usage mining is one of the prominent research area due to these following reasons [5][10]. Thus personalization for a user can be achieved through web usage mining. The second is to identify frequent access patterns for the users. Those patterns are to improve the overall performance of future accesses. Common access patterns improve the actual design of web pages and for making other medications to a website [6] [11] [22]. Usage patterns can be used for business intelligence in order to improve sales and advertisement by providing product recommendations. Web usage mining approach is very efficient for identifying user's behavior in a SNS. Through this approach advertisement recommendation is possible in SNS. There are various ways to predict user behavior such as a particular timestamp, which kind of web services mostly accessed by a user. Identify commonly used browsers by user [9] [20]. Suggest friend/group in social networking with various constraints.

To predict new advertisements dynamically for users based on accessed services. To provide next product/items or service information according to current service accessed. Provide promotional users and discount information to users.
Fig 1: Sample Log

1.3 Association Rule Mining (ARM)
In ARM and Frequent Pattern (FP) mining technique [16][16], the user sets a minimum threshold value and the pattern values are greater than those itemset are frequent itemsets otherwise it's called as a rare itemsets. Moreover the size of the mining outcomes depends on the user specified threshold. However, it is a very challenging task to be determined user specified threshold in real world application. If user specified threshold is too low, then it will generate more number of patterns. Some patterns may not be interesting.

1.4 Genetic Algorithms
The pioneering work of J. H. Holland in the 1970’s proved to be a significant contribution for scientific and engineering applications. Since then, the output of research work in this field has grown exponentially although the contributions have been, and are largely initiated, from academic institutions worldwide [6][13]. It is only very recently that it has been able to acquire some material that comes from industry. The concept of this is somehow not clearly understood. However, the obvious obstacle that may drive engineers away from using GA is the difficulty of speeding up the computational process, as well as the intrinsic nature of randomness that leads to a problem of performance assurance [21][23]. There are various terms in genetics Chromosome, Initial Population, Crossover, Offspring, Fitness and Mutation. There are various representation and selection techniques of chromosome [12]

<table>
<thead>
<tr>
<th>Encoding name</th>
<th>Representation chromosome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binary encoding</td>
<td>Chrome1=A=101100101101011101011</td>
</tr>
<tr>
<td></td>
<td>Chrome2=B=11111110000011100001111111</td>
</tr>
<tr>
<td>Permutation Encoding</td>
<td>Chrome A=1 5 3 2 6 4 7 9 8</td>
</tr>
<tr>
<td></td>
<td>Chrome B=5 6 7 2 3 1 4 9</td>
</tr>
<tr>
<td>Value Encoding</td>
<td>Chrome=A=1.2324 5.3243 0.4556</td>
</tr>
<tr>
<td></td>
<td>Chrome=B=ABDJEIFJDHIERJFDLDFLFEHGT</td>
</tr>
</tbody>
</table>

Fig 2: Basic structure of Social Network.
Chromosome C=(back), (back), (right), (forward), (left)

**Tree Encoding**

Every chromosome is a tree of some objects, such as functions or commands in programming language.

---

**Fig 3: Genetic Algorithm Process**

**Crossover:**
Mix and match two chromosome and produce two new chromosomes i.e. offspring’s. There are two points for crossover such as Initial Strings, Offspring.

**Single point**

\[
\begin{align*}
11000101 & \quad 01011000 \quad 01101010 \quad 11000101 \\
00100100 & \quad 10111001 \quad 01111000 \quad 01001000
\end{align*}
\]

---

**Two Point**

\[
\begin{align*}
11000101 & \quad 01011000 \quad 01101010 \quad 11000101 \\
00100100 & \quad 10111001 \quad 01111000 \quad 01001000
\end{align*}
\]

---

**Uniform**

\[
\begin{align*}
11000101 & \quad 01011000 \quad 01101010 \quad 01000101 \quad 01111000 \quad 01111000 \\
00100100 & \quad 10111001 \quad 01111000 \quad 01001000 \quad 10110100 \quad 01101000
\end{align*}
\]

---

**Arithmetic**

\[
11001011 + 11011111 = 11001001 \quad \text{(AND)}
\]

\[
11001011 + 11011111 = 11001111 \quad \text{(OR)}
\]

---

**Heuristic**

Offspring1 = BestParent + r*(BestParent – WorstParent)
Offspring2 = BestParent

Tree crossover: In both parent one crossover point is selected, parents are divided in that point and exchange part below crossover point to produce new offspring.

Fitness Function: Fitness function is a mathematic function to calculate the survivability of chromosome mate. The fit chromosome will be the part of mating pool for the next generation.

**Mutation:**

Table 2. Mutation Table

<table>
<thead>
<tr>
<th>In Numeric values:</th>
<th>In Real values:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flipping of bits with some fixed probability</td>
<td>Any arithmetic calculation at gene position which contain the fixed probability.</td>
</tr>
<tr>
<td>11000101 -&gt; 11001101</td>
<td>Eg: If ( \delta ) in the range[0,1] and ( v ) is gene</td>
</tr>
<tr>
<td>( v+\delta \times v )</td>
<td></td>
</tr>
</tbody>
</table>
2. RELATED WORK
K. Zhang et al. [6] propose a genetic algorithm to solve the influence maximization problem. S. Chang et al. [7] developed refined research model a quantitative empirical study was designed and conducted to investigate the relationships between important constructs including effort expectancy, social influence, privacy concern, perceived risk, trust, and continuance intention. Users' trust on SNS is mainly influenced by effort expectancy, social influence, and perceived risk. The impacts of influential factors are different between Facebook and LinkedIn user groups. Empirical results imply that when the positive influences, such as effort expectancy of the online community, users from different SNS have different needs in social reputation, or high security compliance, in consideration of the negative influence of perceived risk to users' trust when continuing to use the SNS. This study presents a conceptual framework using extant theories and models to form a foundation for SNS incorporating the important factors of trust and privacy concerns. B. Jang et al. [8] extract the characteristics of online news and data from social network services, including the differences and similarities between them. It found the following differences: First, the news responds to of social events but content on social network services is related to personal interests. Second, the news is continually related to a specific issue or set of issues, whereas topics of conversation change daily in social network services. Third, items from the news can be identified with a single keyword in searches, whereas more keywords are needed to extract the desired information from social network services at the same time, It found that the words mentioned in both the news and on social network services were similar, and both were used for commercial purposes. Analysis revealed that the news is related to the keyword generally, uses same words repeatedly, and its range of topics is narrow and public. On the contrary, social network services are not related to the keyword often, and their range of topics is wide and personal. Furthermore the analysis showed that the ranking algorithm improves the topic detection rate and catches the topic quickly. This paper provides useful information to better understand the characteristics of online news and data from social network services. S. Rathore et al. [10] constructed a labeled dataset of the two most prominent SNSs – Twitter and Facebook. L. Bahri et al. [11] discuss the issues related to privacy preservation between centralization and decentralization, and provide a review of available research work on decentralized privacy preserving services for social networks. K. F. Man et al. [12] introduces GA and developed a framework of a design tool for industrial engineers.

3. PROPOSED WORK
3.1 Algorithm:
Algorithm for Interesting Patterns Generation (AIPG) Terms using AIPG:
Weblog W Binary Encoding BE, Transaction ID TID, Chromosome-I C-I,
Input:
File with TID
Output:
Strong Patterns
Read W and select Webpage P parameter.
Generate Binary File from P
Construct BE file.
Read BE of TID and Items in form of chromosome to create population.
Select initial population (all C-I) on basis minimum threshold fitness satisfied.
Select two C-I as parent from initial population performs arithmetic crossover (logical AND) to produce offspring. Because of arithmetic crossing over only common alleles transfer in offspring. Inspection of mutation. Inverting Bit of offspring 1 is replaced with 0 or vice versa.
Calculate threshold fitness for offspring. If offspring satisfy minimum threshold then select both parent chromosome-I as frequent and all associated ancestor chromosomes are frequent and select offspring in population for reproduction.

Repeats steps 5, 6, 7, until find all possible frequent chromosome-I or Generated all population satisfied minimum threshold fitness.

Read BE of TID and Items in form of chromosome to create population.

Select initial population (all C-I) on basis minimum threshold fitness satisfied.

3.2 Genetic Operation to find survival population (Frequent Pattern) of chromosome-I

Selection of Initial population or Reproduction:

In transaction dataset there have item which represent in a particular TID (or how many object are access). Here items are treated as chromosome in form of binary encoded.

Binary encoding of each item is represents its sale in corresponding TID’s.

And Define fitness function \( f(x) \) for the chromosome-I.

3.3 Fitness Function:

Fitness function is a mathematic function to calculate the survivability of chromosome. Calculate percent support probability ratio of each chromosome-I or individual.

Fitness Calculation:

\[
1 = \text{indicate item sold in particular TID.} \\
0 = \text{indicate item not sold in particular TID.} \\
\]

So Fitness function support

\[
F(s) = \frac{\text{Total Number of true bit in chromosome-I}}{\text{Total length of chromosome-I}}
\]

\[
F(s) = \frac{\text{TDAc}}{\text{TLc}}
\]

Where :

\[
\text{TDAc} = \text{Total dominants alleles in chromosome-I} \\
\text{TLc} = \text{Total length of chromosome-I}
\]

Percent support \( f(Sp) = f(s) \times 100 = \frac{\text{TDAc}}{\text{TLc}} \times 100 \)

Assume the Transaction dataset which is shown in Table 3

<table>
<thead>
<tr>
<th>TID</th>
<th>Item dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>T10</td>
<td>{P1,P2,P5,P6}</td>
</tr>
<tr>
<td>T20</td>
<td>{P2,P3,P6}</td>
</tr>
<tr>
<td>T30</td>
<td>{P1,P2,P4}</td>
</tr>
<tr>
<td>T40</td>
<td>{P2,P3,P7}</td>
</tr>
<tr>
<td>T50</td>
<td>{P1,P2,P4,P6}</td>
</tr>
<tr>
<td>T60</td>
<td>{P1,P3}</td>
</tr>
<tr>
<td>T70</td>
<td>{P2,P3}</td>
</tr>
<tr>
<td>T80</td>
<td>{P1,P3,P6}</td>
</tr>
<tr>
<td>T90</td>
<td>{P1,P2,P3,P6}</td>
</tr>
<tr>
<td>T100</td>
<td>{P1,P2,P3,P5}</td>
</tr>
</tbody>
</table>

Scan the uncertain transactional dataset and perform value encoding scheme on transactions and items in the form of chromosome to create population.

For finding initial population select chromosome from set of all chromosomes on the basis of minimum threshold value which is calculated by defines fitness function.

Select any two chromosomes as parent from initial population and perform arithmetic crossing over (minimum ( )) to produce offspring. Only minimum value alleles are transferred in offspring.

Perform inspection of mutation. For this value of inverted bit in offspring is replace by mean of corresponding bits in its both parents.

Use fitness function to calculate fitness of offspring. If offspring satisfies minimum threshold then consider as population for reproduction.

If selected chromosomes, crossover with their parent to produce offspring and also satisfy minimum threshold fitness then select all subsets of parent chromosome consider as frequent. Repeat steps 3, 4, and 5, until all possible offspring are found as frequent generated or all population (maximal itemsets) which satisfies minimum threshold fitness.
Fig 5: Proposed Framework

Table 4: Initial Population
There are ten chromosomes (items) in dataset D, their binary encoding.

<table>
<thead>
<tr>
<th>TID</th>
<th>T10</th>
<th>T20</th>
<th>T30</th>
<th>T40</th>
<th>T50</th>
<th>T60</th>
<th>T70</th>
<th>T80</th>
<th>T90</th>
<th>T100</th>
</tr>
</thead>
<tbody>
<tr>
<td>CI1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CI2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CI3</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CI4</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>CI5</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CI6</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CI7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

3.4 Fitness Calculation
Evaluate fitness support percents of each Individual.

\[ F(Sp) = \frac{(TDAc/TLC)}{100} \]

Chromosome-I1=(7/10)*100=70%
Chromosome-I2=(8/10)*100=80%
Chromosome-I3=(7/10)*100=70%
Chromosome-I4=(2/10)*100=20%
Chromosome-I5=(2/10)*100=20%
Chromosome-I6=(5/10)*100=50%

Chromosome-I7=(1/10)*100=10%

It assume minimum support fitness=20%

Then Initial population of individuals are:

Table 5: Second Initial Population

<table>
<thead>
<tr>
<th>TID</th>
<th>T10</th>
<th>T20</th>
<th>T30</th>
<th>T40</th>
<th>T50</th>
<th>T60</th>
<th>T70</th>
<th>T80</th>
<th>T90</th>
<th>T100</th>
</tr>
</thead>
<tbody>
<tr>
<td>CI1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CI2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CI3</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CI4</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>CI5</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CI6</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

one set Frequent Items are = {P1, P2, P3, P4, P5, P6}

Crossing over (Recombination):
Choose two chromosome from initial population on basis of fitness value
Step A:
Chromosome-11010110111
Chromosome-121111110111
AND arithmetic crossing over
Offspring (child) \{I_1, I_2\}_c = 1 0 1 0 1 0 0 0 1 1
Fitness value of offsprings= (5/10)*100=50%
Offspring satisfy minimum threshold fitness so both parents
selected as frequently associated.

4. RESULT ANALYSIS
Result A: Two set frequent item =\{P_1, P_2\}

Step B: Suppose it is performing crossover between \{P_1, P_2\} and Chromosome-I_3.
Offspring (child) \{P_1, P_2\}_c = 1 0 1 0 1 0 0 0 1 1
Chromosome-I_3 = 0 1 0 1 0 1 1 1 1
Arithmetic AND crossing over
Offspring (child) \{P_1, P_2, P_3\}_c = 0 0 0 0 0 0 0 1 1
Fitness value of Offspring (child) \{P_1, P_2, P_3\}_c = (2/10)*100=20%
Offspring \{P_1, P_2, P_3\}_c is survivable so
Result: B Three frequent item set = \{P_1, P_2, P_3\}, as per property its all two item sub sets are frequent= \{ \{P_1, P_2\}, \{P_1, P_3\}, \{P_2, P_3\}\}.

Step C:
Suppose it select two individuals \{P_1, P_2, P_3\}_c x Chromosome-P_4
Offspring (child) \{P_1, P_2, P_3\}_c = 0 0 0 0 0 0 0 0 1 1
Chromosome-P_4 = 0 0 1 0 1 0 0 0 0 0
Arithmetic AND Crossing over
Offspring (child) \{P_1, P_2, P_3, P_4\}_c = 0 0 0 0 0 0 0 0 0 0
Fitness of Offspring (child) \{P_1, P_2, P_3, P_4\}_c = 0% .
Result C: Thus offspring is not survival or four set itemset \{P_1, P_2, P_3, P_4\} is not frequent.

4.1 Mutation Analysis:
Once crossing over was performed, Mutation may take place. Mutation use to maintain genetics diversity form one generation to next.

It can analyze mutation in binary encode chromosome for inverting a bit ‘1’ replace with ‘0’ and reverse is also applicable.

Chromosome-I= 1100010000= 1000100000
Using mutation can increase or decrease fitness of individual. It is depend on mutant. But in the case of solving real problem when analyze mutation operation it depends on what are the goals of searching solution in problem space. Arithmetic mutation transfer only common alleles (character) from parents to Children. Survivability depends on the how many common alleles in both parent chromosomes. In the arithmetic crossing over possible of mutation is Zero percent.

This genetic algorithm based approach needs only one datasets scan. It generates less number of candidates or offspring and not requires level by level candidate generation as traditional approaches. This is good approach to get maximal itemsets. It is easy to implement as parallel process
to get frequent itemsets. In this case each pair of chromosome can run on individual processor and perform logical AND operations. in next pass find only survival offspring and repeat same process to get higher size offspring. Further Generate the association rules form the frequent item set. Optimization of these rules using genetic algorithms can find best association rules.

5. CONCLUSION
Now a days, large number of users are using social networking services and lots of social networking service providers are available to provide services at free of cost. When click on the social network that means all record maintain by the social network server. Social network server analyzes all record in the form of weblog. In this paper proposed an efficient algorithm and framework for finding strong visitor patterns from weblog. It also applied a genetic approach for optimizing those patterns. The proposed algorithm is useful in real life for different perspectives. It predicts the diseases based on the previous medical transactions. It predicts the trends for future based of sales transactions also it may be used by the business peoples for improving their business in e-commerce. It is also helpful for multidimensional association rules mining from relational databases. The frequent itemset are useful for advertisement management, tourist guidance, and product value analysis. This is also useful for gene prediction based on genetic optimization approach.
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