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ABSTRACT 
This paper presents a Neural Network Ensemble (NNE) for 

Mango Leaf Ailment Detection (MLAD) system. At first, the 

images of Mango leaves were cropped, then were resized and 

converted to their value of threshold. After that, the feature 

extraction methodology was applied. For pattern recognition, 

NNE and SVM were used. Subsequently, test images of affected 

leaves were uploaded to the system and then were matched to 

the trained ailments. The training data and test data were cross-

validated to sustain equilibrium among over-fitting and under-

fitting issues.  
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1. INTRODUCTION 
The fruit named Mango (Mangifera indica) was originated in the 
greater region of South Asia around 2000 BCE. Subsequently, 
the Mango has gradually been promulgated around the world, 
particularly by the Portuguese explorers. According to the 
scientific classification, the Mango is the member of 
Anacardiaceae family having Mangifera as genus and indica as 
species. The Mango is also renowned as the royal or king fruit in 
Asia [1].  

The dominant adversity of growing Mango is the ailments in 
plants, particularly in the leaves, which curtails its production 
and downgrades its quality. Therefore, timely diagnosis of 
ailments is very critical. However, the ocular symptom for each 
ailment slightly differs from another and hence manual diagnosis 
becomes very challenging [2]. Several distinct approaches can 
be employed for detecting these ailments and most conventional 
are Artificial Neural Networks (ANNs) and Support Vector 
Machines (SVMs) [7].  

In Agriculture sector in Bangladesh i.e. South Asia, 
technological advancements are getting pragmatic gradually [9]. 
Integrating Information and Communications Technology (ICT) 
with Agriculture inspires our inception of an automated system, 
namely, Mango Leaf Ailment Detection (MLAD). Several 
research works have been executed on detecting rice ailments, 
citrus ailments, wheat leaf ailments, betel vine plant ailments 
and other crop ailments. However, in case of MLAD, there is not 
enough research work to be performed to make it an efficient 
methodology [6]. Therefore, this research work contributes to 
the growth of MLAD, which will not only benefit the Mango 
industry of Bangladesh, but also the industry of the South Asia 
and other scattered regions that produce Mango in the world. 

Breadth of this paper confines to the foremost four kinds of 
Mango leaf ailments. They are, namely, Scab (fungus), 
Anthracnose (fungus), Red Rust (Cephaleuros virescens, an algal 
plant pathogen) and Sooty Mold (caused by mealy bug, scale 

insect and hopper). Each ailment contrasts with another by the 
color it shows after affecting, shape of affected area, type of 
ailment medium (virus/fungus/algae/insect) and so on. 

The organization of this paper is as follows: in section 2, the 
literature review is discussed, section 3 narrates the detailed 
methodology of MLAD, and section 4 depicts the result of the 
work being executed and its analysis. Finally, section 5 sketches 
out the conclusion along with some proposition on the research 
work to be pursued by fellow researchers in coming future. 

2. LITERATURE REVIEW 

Tzionas et al. [5] conducted a detailed analysis on a system that 
exhibits similar size orientation with respect to the samples. The 
system is capable of functioning appropriately even with leaves 
samples that are deformed due to drought or holes drilled in 
them. A significantly high classification ratio of 99% was 
obtained, even for the classification of deformed leaves.  

Tian et al. [15] conducted another analysis on SVM-based 
Multiple Classifier System (MCS) for pattern recognition of 
wheat leaf ailments. The proposed system made use of stacked 
generalization structure to combine the classification decisions 
obtained from three kinds of SVM-based classifiers. Three 
different feature sets including color features, texture features 
and shape features are used as training sets for three 
corresponding classifiers. Initially, these dissimilar feature sets 
are categorized by the classifiers from low-level MCS to various 
corresponding mid-level categories, which are partly depicted by 
the symptom of crop ailments on the basis of plant pathology 
facts. Afterward, the mid-level features are extracted from these 
mid-categories produced from low-level classifiers. Lastly, high 
level SVMs were trained and errors made by the color, texture 
and shape were corrected for better recognition. In contrast to 
the previous classifiers for wheat leaf ailments, the proposed 
technique demonstrated better recognition. 

Sladojevic et al. [7] came up with a new approach for the 
development of plant ailment recognition model using deep 
convolutional networks on the basis of leaf image classification. 
The authors discussed the essential steps required for 
implementing ailment recognition. Images were collected to 
create database which were assessed by agricultural experts. The 
developed model can identify 13 types of plant ailments out of 
healthy leaves along with the ability to distinguish plant leaves 
from their surroundings. A deep learning framework, Café 
developed by Berkley Vision and Learning Centre, was used to 
perform the deep CNN training. The experimental results on the 
developed model achieved precision in between 91% and 98%. 
For separate class tests, the precision was found to be on average 
of 96.3%. 

Over the past decades, there have been many research works 
executed on incepting and developing of leaf ailment detection 
while producing Rice, Wheat, Betel-Vine and others. However, 
for MLAD, there has not been much work done, especially in 
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Bangladesh. This paper aims to introduce and develop MLAD 
using NNE and SVM. 

3. METHODOLOGY 
The quality inspection of leaves consists of two main aspects, 

internal and external examinations. The internal quality 

inspection is usually achieved by human sensory, smoking test 

or chemical analysis, whereas the external quality inspection is 

mainly achieved through human vision. A number of reasons 

exist for using NNE. NNE offers much better generalization 

capability in contrast with a single monolithic NN in the same 

problem domain. In addition, in spite of having under-fitting and 

over-fitting problems, NNE works well in comparison with an 

individual NN due to its involvement in data re-sampling. In 

various cases, additional information is available which cannot 

be given to the same NN tackling the core information. The 

additional information can be trained separately before 

combination. 

Among various NNE techniques, SVM has been employed in 

this work to develop MLAD. The SVM technique offers 

efficient feature extraction technique which allows MLAD to 

achieve faster training and better recognition performance. 

Figure 1 shows the analytical approach for Mango Leaf Ailment 

Detection (MLAD). 

 

Figure 1: Analytical approach of MLAD 

The following Figure shows an ailment free Mango leaf. This 
kind of leaf is not affected by any kind of ailment; hence data 
taken from this type can be referred as standard training data. 
When an image of an ailed leaf will be inserted into the system, 
the new data will be compared with these normal data from 
ailment free leaf. 

 
Figure 2: Ailment-free Mango Leaf 

Figure 3 shows a Scab affected Mango leaf. Insects get attracted 
to this kind of leaf easily and dry it up. 

 
Figure 3: Scab (fungus) affected leaf 

Figure 4 depicts Anthracnose, which affects leaves, stems and 
fruits and makes the leaves yellow and eventually brown. Also, 
the corner of the leaf gets dried up. 

 

 
Figure 4: Anthracnose (fungus) affected leaf 

Figure 5 illustrates Mango’s Sooty Mold ailment can be 
observed in the presence of ants or hoppers or mealy bugs. They 
jointly attack the branches and their leaves and damage 
eventually in a large scale.  

 
Figure 5: Sooty Mold (caused by mealy bug, scale insect and 

hopper) 

Another kind of ailment on Mango leaf causes red rust spots in 
the trunk due to green algae attack. Figure 6 shows such red rust 
affected Mango leaf. 
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Figure 6: Red Rust (Cephaleuros virescens, an algal plant 

pathogen) affected leaf 

To carry out the detection process, the input data (image of 
leaves) are classified to identify the ailment. For recognition 
purpose, we have used SVM classification technique. Firstly, we 
have taken the image from current directory. To obtain better 
output, we edited the image using photo editor (just like Adobe 
Photoshop). The reason behind using the 
photo editor is mainly to increase or decrease the contrast level 
of brightness or to resize or rotate the image. Figure 7 shows 
detailed steps of image processing. 

 
Figure 7: Steps for preprocessing images 

At first, we converted the image from RGB to lab version using 
srgb2lab() function. It creates three images which are being 
resized as per their previous size. Therefore, we get three color 
images as follows: 

i. With less brightness 

ii. According to A* (indicating where the color falls along 

the red-green region). 

iii. According to B* (indicating where the color falls along 

the blue-yellow region). 

 
Figure 8: Steps of A* B* image processing 

Feature plays a major role in image processing research area. 
Before extracting features, diversified image preprocessing 
techniques like setting up contrast, correlation, measuring energy 
and homogeneousness are applied on the sampled image. 

 

 
Figure 9: Steps of feature extraction 

For SVM classification, at first, mat type file was loaded, which 
contains training datasets. After that, svmtrain(train, group) is 
executed on training data. Group comprises Ailment-free, Scab, 
Anthracnose, Sooty Mold and Red Rust. Finally, 
svmclassify(svmstruct, sample) classification method was run to 
classify. The pseudo code of SVM classification is as follows: 

 
Figure 10: Pseudocode for SVM classification 

4. RESULTS AND ANALYSIS 

The classifiers are trained and tested using images of Mango leaf 
ailments. The sample images are divided into two halves and one 
half is used for training and other is used for 
testing and then cross-validated. The color and shape features 
are used to train and test neural network model. To evaluate 
classification performance, the experimental study focuses on 
comparing MLAD and SVMs that are trained by the single-step 
learning approach. As it is aforementioned, MLAD has been 
trained by 20 samples. 

 
Figure 11: Classification between ailment-free data and 

ailment data 

 
Figure 12: Using SVM classification between ailment-free 

data and ailment data 

In figure 12, there are two types of data, one is ailment 
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free(normal) and other is ailment. 

Normal data ------------- + 

Ailment data ------------- * 

Support vector ---------- o 

The free “+” in the plot indicates the data which are not near of 
input data (support vector). And the adjacent of “+” and “o” are 
near of input data (support vector). The free “*” in the plot 
indicates the data which are not near of input data (support 
vector). And the adjacent of “*” and “o” are near of input data 
(support vector). 

 

Figure 13: Using SVM classification between Scab (Bangla: 
Gol Machi) and Sooty Mold (Bangla: Shuti Mold) data 

In figure 4.3 the following data are marked as such: 

Scab (Bangla: Gol Machi) ----------------------- + 

Sooty Mold (Bangla: Shuti Mold) -------------- * 

Support vector -----------------------------------------  o 

The free “+” in the plot indicates the data which are not near of 
input data (support vector). And the adjacent of “+” and “o” are 
near of input data (support vector). The free “*” in the plot 
indicates the data which are not near of input data (support 
vector). And the adjacent of “*” and “o” are near of input data 
(support vector). 

This system recognizes normal data which are not ailments 
affected is accuracy is 87.5%.  

By using support vector machines (SVM) we can check only 
two groups. Firstly, we have to check whether the input data is 
ailment free or not. Then using SVM we have recognized the 
affected ailment. That’s why we have got difference accuracy 
for different SVM. 

Table 1: Performance of MLAD 

 
 

Therefore, the average accuracy of the performance of MLAD is 
(87.5+75+75+75+87.5)/5=80%. 

As mentioned earlier, MLAD has been trained by 20 samples. 
Here, training has been continued until the error rate has reached 
to 2.00. To gain the better performance, 1000 training cycles 
were chosen for simulation. 

The accuracy of classification varies from 80%-82% depending 
on the algorithms and limitations of image acquisition. 
Classification also is obtained with great accuracy as the case 
with image detection. In this case also the classification accuracy 
can be obtained up to 80% with correct imaging techniques and 
algorithms. The evaluation of processing system is increased. 

For the pursuit of better generalization, SVM has been used with 
different NN architectures to develop MLAD. 

The proposed features selection approach results in simpler, 
faster and easier to train Neural Network architectures, when 
compared to Artificial Neural Networks (ANNs) used to 
measure the of individual input features to the output of the 
neural network to get the output file of results. 

For matching the ailment, several types of data were needed, 
such as: Left Rotate, Right Rotate, Up Rotate, Down Rotate, 
100%, 120%, 140%, 160%, 180%, 200% and Zoom Out. 

In this primary stage, four types of ailment and one type 
(ailment-free), in total five groups were trained. Each group 
comprises four different types of images. For achieving more 
accuracy, more images should be added in each group. 

As accuracy depends on training data, this work has 20 training 
data with 13 features. For classification, SVM classifier has been 
used.  

5. CONCLUSION 
Bangladesh is an Agriculture-based country. Its economy 
primarily depends on Agriculture. It is a National challenge for 
Agricultural Scientists and Researchers to work day and night to 
monitor and improve the food grains. It is very difficult to infer 
the varieties of a leaf ailment by simple visual observation as 
well. It is also time consuming and can be accomplished by the 
trained botanists. So, MLAD plays the vital automated role. 

In the near future, investigation would be continued to reform 
the potential effectiveness and ability the proposed method 
described in this paper. Some other experimental study could be 
designed to observe the influence of MLAD in other sectors. 

Future work will include research along two directions: 

i. Comparing textures base features 

ii. Color features for improving recognition 
accuracies. 

An option could be used for future consideration is to use 
texture, which has been beyond range in this work. However, the 
process of recognition should not be hampered for implementing 
new features. 
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