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ABSTRACT 

Today, computer aided systems play an important role in 

various fields of medical science such as diagnosis and 

treatment of diseases; therefore, selected tools should 

minimize error and maximize the confidence. In this study, 

considering the importance of cardiovascular disease in the 

world, the coronary artery disease is diagnosed by neural 

networks and machine learning algorithms. The proposed 

system employs three types of artificial neural networks, 

decision tree and Adaboost algorithm to distinguish people 

who suffer from heart disease and the healthy individuals 

using Cleveland's dataset. Among these algorithms, the 

multilayer perceptron neural network has the best 

performance and is able to predict coronary artery disease 

with the accuracy, sensitivity and specificity of 94.53%, 

86.77%, and 99.39%, respectively. The superiority of the 

proposed system is obvious comparing to other existing 

studies because it diagnoses the disease with higher accuracy, 

sensitivity and more reliability. 
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1. INTRODUCTION 
Coronary artery disease (CAD) as the most common type of 

heart disease is the cause of a growing incidence of death in 

both women and men [1]. This disease affects 17 million 

people worldwide and is the leading cause of death among 

other cardiovascular diseases [2] as 11.1 million deaths in 

2020 are estimated by the World Health Organization (WHO). 

In coronary artery disease the coronary arteries of the heart 

are clogged by fat deposits (atherosclerosis). This condition 

limits the blood and oxygen needed in the heart especially 

when doing physical activity. For many people the first sign 

of heart dysfunction is a heart attack that occurs when the 

blood clot in the coronary arteries blocks the flow of blood 

into a part of the heart muscle [3]. 

There are several diagnostic methods for coronary artery 

disease such as Exercise Tolerance Test (ETT), 

electrocardiography (ECG), angiography, or cardiac 

catheterization. But patient pains and inadequate accuracy in 

diagnosis limit using all these methods; therefore, doctors are 

encouraged to use computer aided systems [4]. Computer 

aided methods which extract effective features and use them 

in the classifications for the early detection of the diseases, 

overcome these problems.  

In general, some risk factors are responsible for coronary 

artery disease. Reviewing various sources marks the risk 

factors for coronary artery disease are: smoking, high blood 

pressure, high fat (high cholesterol, high triglycerides, high 

LDL and low HDL), diabetes, physical inactivity, obesity, 

age, gender and family history [5]. Based on these risk 

factors, various algorithms such as decision tree [6-7], linear 

support vector machine [4-8] and various neural networks are 

developed and proposed for detecting and preventing of 

coronary artery disease.  

The artificial neural network is a useful and effective 

classification and prediction methods in various fields of 

science. In medicine, it is used to categorize people into 

healthy and patient classes or predict the patient's state based 

on risk factors. In [9], a model is proposed for the diagnosis of 

coronary artery disease based on the neural network using the 

genetic factors of the disease. The neural network included 

two hidden layers has been able to recognize the genetic data 

of 487 individuals into the healthy and patient classes with an 

accuracy of 64 to 94% depending on the input factors. 

Authors of [10] have presented a multi-layered neural network 

included a hidden layer, a back propagation algorithm and LM 

training technique to predict the incidence of coronary artery 

angiography. This method can diagnose 88 patients with 

95.5% accuracy. A coronary artery disease diagnostic system 

is proposed by averaging of the performance of several 

different neural networks [11]. It has obtained accuracy of 

89.01%. Sajja et al. have proposed a MLP network model 

with an accuracy of 91.75% [12]. Kurt et al. have used 1245 

patient records using logistic regression, decision tree and 

neural network techniques and an accuracy of 78.7% is 

obtained by MLP network as the best performance [13]. 

Various hybrid methods have been developed to address the 

problems of detecting coronary artery disease. A hybrid 

approach for diagnosis of coronary artery disease is presented 

in [14]. This method can increase the learning power and the 

neural network performance by 10% through optimizing 

weights by genetic algorithm. The proposed network has got 

88.25% accuracy in the diagnosis of coronary artery disease. 

Akila and Chandramath have proposed a hybrid method for 

classifying healthy and coronary artery disease patients using 

the physical and biological factors [15]. They combined 

decision tree and neural network to improve the accuracy. In 

[16], a system has been proposed using the artificial 

intelligence recognition system and k nearest neighbor 

(KNN). It can diagnose coronary artery disease 87% accuracy. 

The authors of [17] have used exercise stress test and SVM to 

achieve an accuracy of 79.22% in diagnosing coronary artery 

disease. The authors of [18] classified the Cleveland dataset 

with accuracy of 77.55% and 78.54% into two healthy and 

patient groups. They used fast and C4.5 decision tree 

algorithms.  
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Performing invasive diagnostic methods, such as angiography 

cause many risks while data mining techniques gain great 

success and can effectively predict the disease without any 

danger. Therefore, we decided to propose a model for the 

diagnosis of coronary artery disease by intelligent algorithms. 

First, a diagnostic model is proposed for coronary artery 

disease using MLP neural network, probabilistic neural 

network (PNN) and self-organization map (SOM). Then least 

important features are removed to improve performance by 

decision tree and the coronary artery disease is predicted. 

Finally, after removing the outliers, Adaboost algorithm 

classifies data and the patient and healthy groups are 

recognized with high accuracy.  

The Data set is introduced in the second section. In Section 3, 

the methodology is described in details and the results of 

applying the proposed method to the data set are reported in 

Section 4. Section 5 concludes and summarizes the paper.  

2. DATA AND PREPROCESSING 
In this paper, University of California heart database is 

applied. These data are collected by the Hungarian Cardiac 

Disease Center and Cleveland Clinical Data [19]. They 

include 76 features which only 13 of them are used as input 

features in published experiments as mentioned in [19]. Also, 

the output is shown by one feature. The dataset features are 

presented in Table 1. Since a binary problem is discussed 

here, the output has two values "0" for healthy people and "1" 

for a heart patient. 

The non-binary features are normalized to the interval [0, 1] 

to improve the results and control the range. The 

normalization formula is as follows: 

𝑥 =  (𝑥 − 𝑥𝑀𝐼𝑁) / (𝑥𝑀𝐴𝑋 − 𝑥𝑀𝐼𝑁)                                    (1) 

Where xMIN and xMAX are the minimum and maximum values 

of each feature. 

3. METHODOLOGY 
We aim to diagnosis the heart disease in this paper. The 

proposed method consists of two separated steps: detecting 

unhealthy people by neural networks in the first stage and 

distinguishing them by decision tree and Adaboost as the 

second phase. Firstly, we explain the used neural networks 

and the corresponding proposed structure of them in this 

Section. Secondly, the process of removing the unnecessary 

features and outliers is described, and we detect the heart 

disease by applying proposed decision tree and Adaboost. 

3.1 Neural Networks 
In this study three types of artificial neural networks are used 

to distinguish the patient and healthy person using the 

introduced data. The artificial neural network is a method for 

data processing inspired by biological nervous systems. It is 

formed of a set of neurons as the processing units and able to 

model complex systems, relationships and nonlinear functions 

[20]. The connection between neurons with adjustable weights 

is dependent on the conditions controlling the problem. The 

neurons of each layer are connected to the next layers’ 

neurons with different weights in which store the information. 

Neural network implementation consists of three stages: 

providing training samples, training and testing phase. The 

learning algorithms used in the training phase are categorized 

to supervised and unsupervised learning [21]. In this study, 

we applied two types of supervised learners and an 

unsupervised one. They are as follows: multi-layer perceptron 

network (MLP), probabilistic neural network, and self-

organization map. 

Table 1. Description of the selected features 

Feature Value 

Age A number, age in years 

Maximum heart rate A number 

Resting blood pressure in 

mm Hg 
A number 

Fasting blood sugar 1: true, 0: false 

Exercise induced angina 1: yes, 0:no 

The slope of the peak 

exercise ST segment 

1: up sloping, 2: flat, 3: down 

sloping 

Scan thallium 
3: normal, 6: fixed defect, 7: 

reversible defect 

Sex 1: female, 0: male 

Chest pain type 

1: typical angina, 2: atypical 

angina, 3: non-anginal pain, 4: 

asymptomatic 

Serum cholesterol in 

mg/dl 
A number 

Resting 

electrocardiographic 

results 

A number: Abnormal St-T wave 

ST depression induced by 

exercise relative to rest 
A number 

Number of major vessels 

colored by fluoroscopy 
A number 

Output 
0: healthy person, 1: patient 

person 

 

3.1.1 Multi-layer neural network (MLP) 
The most common neural networks are recursive networks. A 

model of recursive networks is the multilayer perceptron 

network which maps input to output data by adjusting the 

weights of layers. A multi-layer perceptron network is trained 

by back propagation algorithm [22]. It also has at least three 

layers of neurons (input, hidden, and output layers) [20].  

In this paper, the designed MLP network has three layers 

included 13 neurons in input, 16 neurons in hidden and one 

neuron in output layer. The output neuron corresponds to the 

existence of coronary artery disease. The number of neurons 

in hidden layer is obtained by pruning approaches [23]. Figure 

1a shows the structure of the designed network. 

3.1.2 Probabilistic neural network (PNN) 
The probabilistic neural network, one of the radial basis 

function networks, minimizes the expected risk of 

classification based on optimal decision theory in nonlinear 

calculations. The probabilistic neural network consists of 

three neurons layers: an input, a hidden of the radial basis 

layer, and a competitive output layer. The hidden layer uses 

the Gaussian function and the number of neurons in this layer 

is equal to the number of training data [24-25]. In 

classification problems, it has some advantages included more 

computing speed than a recursive network, lack of sensitivity 

to the outliers, high accuracy and simple training [26]. 

The designed PNN network contains 13 and 227 neurons in 

input and hidden layer, respectively since we used 75% of 
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data as training set and 25% of them as test set. There is a 

neuron in output layer corresponding to the existence of 

disease. The structure of this network is shown in Figure 1b. 

3.1.3 Self-Organizing Map network (SOM) 
In a self-organizing map network that is sometimes referred to 

as Self-Organization Feature Map (SOFM), the processor 

units are settled into neurons of multi-dimensional network. 

Units are organized in a competitive learning process 

adaptable to input patterns. One unit just wins at when a 

competition stage is finished. Winner weights are changed 

differently relative to the weights of other units [27]. 

The records are clustered by SOM network. The network is 

designed with a two-dimensional structure, consisted of 13 

features as its input neurons. Considering the goal of 

separating healthy people from patients, the number of output 

neurons is 2 clusters, one for people suffering from heart 

disease, and another for healthy people. Figure 1c shows the 

structure of SOM network. When training of network is 

finished, the weight of each neuron in output layer represents 

one of the healthy or patient clusters. By applying test 

samples to the network, the nearest weight to that sample is 

selected and data clustering is performed accordingly. 

 

a) 

 

b) 

 

c) 

Fig 1: a) MLP network included 13 neurons in input, 16 

neurons in hidden and one neuron in output layer; b) PNN 

which contains 13 neurons in input, 227 neurons in hidden 

and one neuron in output layer; c) SOM network. 

3.2 Decision tree 
The decision tree is one of the most widely used data mining 

algorithms. The decision tree is a learning algorithm based on 

training data and the advantages are easiness, clarity and the 

ability to extract rules. A decision tree is a classifier that is 

described as a recursive part of the sample space [28]. The 

learning system of a common decision tree obeys a top-down 

strategy where a simple tree is built but not definitely the 

simplest one. Each inner or non-leaf node is characterized by 

a feature. There are several branches from each internal node 

which are equal to number of possible answers. Each branch 

shows one value of answer. Also, the leaves represent a class 

or a set of possible solutions [29]. 

In this paper, we used decision tree to classify data included 

13 features. Moreover, the decision tree was applied for 

determining importance of features in order to improve the 

accuracy of classification. 

3.3 Adaboost 
Group algorithms, or "meta-algorithms", combine several 

learning algorithms to build a stronger model. The accuracy of 

hybrid model is higher than initial models in these algorithms. 

Boosting is a hybrid meta-algorithm in machine learning used 

to reduce imbalances as well as variances. This algorithm 

repeatedly trains weak learners and adds them to the previous 

set to reach a strong classifier eventually. Weak learners are 

weighed when added to the set which is usually based on the 

accuracy of classification. AdaBoost, short for ―Adaptive 

Boosting‖, is an algorithm for constructing a strong classifier 

as a linear combination of weak algorithms. It is a popular 

Boosting algorithm for binary classification. The algorithm 

trains learners sequentially. For each learner with an index t, 

Adaboost calculates the weighted classifier error: 

∈𝑡=  𝑑𝑛
 𝑡 𝐼(𝑦𝑛 ≠ ℎ𝑡(𝑥𝑛))𝑁

𝑛=1                                        (2) 

Where xn is a vector of predicator values for n observation. Yn 

is the correct class label and ht is the predicted value of the 

learner with index t. I is the predictive function and 𝑑𝑛
 𝑡 

 is 

the weight of observation n in step t. 

Adaboost then increases weights of observations misclassified 

by learner t and lessens weights of samples correctly 

classified to further consider and carefully categorize in next 

steps (by new learners). The next learner t + 1 train’s data 

with the updated weights. 𝑑𝑛
 𝑡+1 

When the training is 

completed, Adaboost computes the prediction for new data 

using equation (3): 

𝑓 𝑥 =  𝑎𝑡ℎ𝑡(𝑥𝑛)𝑇
𝑡=1                                                        (3) 

Where 𝑎𝑡 =
1

2
log

1−∈𝑡

∈𝑡
 is the weak learner's weight in the 

ensemble. Training by Adaboost is considered as an 

exponential loss minimization: 

 𝑤𝑛exp⁡(−𝑦𝑛𝑓(𝑥𝑛))𝑁
𝑛=1                                                   (4) 

Where, yn ∊ {–1,+1} is the correct class label. Wn are 

normalized weights of the observations to add up to 1 and 

f(xn) ∊  (–∞,+∞) is the predicted classification score [30-31]. 

In this study, Adaboost algorithm was used by a cross-

validation method. This method specifies the extent of being 

generalized the results on dataset and they are independent of 

training set. In this validation, data is divided into K subsets. 

One of K subsets is used for validation and K-1 is applied for 

training in each step. This procedure is repeated K times and 

all data is used exactly once for training and once for 

validation purposes. Finally, the average result of K validation 

is selected as a final estimate. We applied 10-fold as it is 

common in other researches. Also, 200 trees were trained as 

weak learners in this algorithm. 

4. RESULTS 
As mentioned, 303 records included 14 features are used in 

this study. The output is the last feature (having heart disease). 

To demonstrate better performance of the proposed method, 

we have compared it to other diagnosis studies of coronary 
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artery disease. Table 3 shows the results of comparison. As it 

can be observed, classification accuracy is higher than the 

other available methods. Simplicity and speed of the proposed 

method are other advantages. As shown in Table 3, different 

datasets have been used to test and evaluate the methods; 

however, the performance of proposed system is better than 

those with similar data. 

Among 303 records, we have 139 patients and 164 records of 

healthy people. MATLAB software is applied for 

implementation of the proposed system. 

In the first stage, we applied the data to neural networks. By 

using 10-fold cross validation for MLP, we evaluated 

performance of the designed networks; therefore, the accuracy 

of MLP and PNN is 94.539% and 88.78% according to 

equation 5. Also, two sensitivity and specificity criteria 

(equations 6, 7) are calculated to more precise assessment of 

proposed method. Specificity is ratio of the detected patients 

(TN) to all patients (TN+FP) while sensitivity is ratio of the 

diagnosed healthy people (TP) to all healthy individuals 

(TP+FN). The sensitivity and specificity of MLP network are 

86.77% and 99.39%, and they are 72% and 100% for PNN 

network, respectively. Clustering accuracy, sensitivity and 

specificity of SOM network are 79.54%, 79.14% and 79.88% 

respectively. 

Accuracy =
 TN +TP 

n
                                                           (5) 

(TN+TP) are the number of detected records and n is number 

of all records. 

Sensitivity =
TP

(TP +FN )
                                                        (6) 

Specificity =
TN

(TN +FP )
                                                         (7) 

In the second step, we used decision tree to classify data 

included 13 features. The accuracy was obtained 83.87%. 

Then we attempted to extract the important features and 

remove the less important ones. According to Figure 2, there 

were only eight features that had a positive impact on 

classification. Therefore, in second experiment, we eliminated 

five features and data with 8 important features were applied 

to the tree. Finally, the classification accuracy was obtained 

93.07%. In fact, 282 samples were correctly classified while 

21 records were labeled wrong classes. Then, the outliers 

were removed by using K-means algorithm [32-33] and the 

remained data were applied to Adaboost algorithm by 10-fold 

cross-validation method. Figure 3 illustrates the lowest 

classification error for weak learners. Therefore, the 

classification accuracy is 90.37%. Table 2 shows the results of 

the algorithms. 

 

Fig 2. The importance of features. As it seen, Scan 

thallium is the most important feature and age is the least 

important one. (TS = Thallium Scan, CP = Chest Pain 

type, OP = Old Peak, Ca= number of major vessels 

colored by flourosopy, RC= resting electrocardiographic 

results, TB= resting blood pressure, TC= maximum heart 

rate achieved) 

5. CONCLUSIONS 
Coronary artery disease is one of the most common cardiac 

diseases and a major cause of deaths in the world every year. 

There are difficulties of real methods such as angiography and 

they may often yield insufficient accuracy. Therefore, using 

computer systems has become customary to diagnose the 

disease. In this paper, we proposed a new system to improve 

the performance of coronary artery detection. The disease is 

diagnosed by multi-layer perceptron (MLP), probabilistic 

(PNN) and self-organization map (SOM) neural networks, 

decision tree and Adaboost algorithm. The best accuracy, 

sensitivity and specificity have been obtained 94.539%, 

86.33% and 99.39% respectively. The results of comparing 

the experiment with other existing studies prove the 

superiority of the proposed method. 

 

Fig3. The lowest classification error obtained for weak 

learners 
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Table 2. Results of applying different algorithms on heart disease dataset 

Specificity (%) Sensitivity (%) Accuracy (%) Algorithm 

99.39 86.77 94.539 Perceptron Neural network 

100 72 88.78 Probability Neural network 

79.88 79.14 79.54 SOM neural network 

95.48 91.33 93.07 Decision tree 

91.67 89.26 90.37 Adaboost 

 

Table 3. Comparison of the proposed method with other existing studies 

Work Dataset Methodology 
The best 

accuracy % 
Sensitivity % Specificity % 

[16] 303 records 

Hybrid method: KNN+ 

artificial intelligence 

algorithms 

87 92.30 78.57 

[17] 480 records 
Exercise stress test and 

SVM 
79.22 - - 

[11] 303 records 
The average of several 

neural networks 
89.01 80.95 95.91 

[14] 303 records 
Neural network optimized 

genetic algorithm 
88.25 88 91 

The proposed 

method 
303 records 

MLP 

PNN 

SOM 

94.539 86.33 99.39 

The proposed 

method 
303 records 

Decision tree via reduced 

features 
93.07 95.48 91.33 

The proposed 

method 
303 records Adaboost 90.37 91.67 89.26 
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