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ABSTRACT 
Nowadays automated data collection tools and mature database 

technology lead to tremendous amounts of data stored in 

databases, data warehouses and other information repositories 

in business organizations. In this paper, a novel approach of 

developing a decision support system using on-line analytical 

processing (OLAP) is presented. The OLAP application is 

optimal for data queries that do not change data. The system 

database is designed to promote: heavy indexing to improve 

query performance, denormalisation of the database to satisfy 

common query requirements and improve query response 

times, and use of a star-snowflake schema to organize the data 

within the database. The existing partitioning strategy is used to 

partition the fact table by time into equal segments, different-

size segments and on different dimension of data warehouse, 

which provide the good query performance, optimize hardware 

performance, and simplify the management of the data 

warehouse by reducing the volume of data to satisfy a query. 

Entity-relation modeling is used to create a single complex 

model, which proven effective in creating efficient online 

transaction processing systems. In this system, cubes are used 

to organize and summarize data for efficient analytical 

querying. In addition, an enterprise information system model 

has also been presented in this paper in order to optimize the 

utilization of operational data for use strategically. The 

proposed system is evaluated on the cube data for the Rajshahi 

and Khulna regions for ten years from 1994 to 2003. 

Experimental results indicate the effectiveness of the proposed 

OLAP based Decision Support System.   
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1. INTRODUCTION 
Nowadays business organizations can store a huge amount of 

data into databases, data warehouses and other information 

repositories due to the availability of automated data collection 

tools and mature database technology [1, 2, 3, 4]. These huge 

data can be used to extract interesting information for taking 

better decisions. Decision Support System (DSS) is interactive 

systems that enable decision makers to use databases and 

models on a computer in order to solve ill-structured problems 

[5, 6]. One reason, cited in the literature for management’s 

frustration with Managerial Information System (MIS), is the 

limited support since it provides top management for decision-

making. DSS advances the capabilities of MIS by assisting 

management in making decisions [7, 8, 9, 10]. It is actually a 

continually evolving model that relies heavily on operation 

research. The original term is simple: Decision-emphasizes 

decision making in problem situations, not information 

processing, or reporting. Support- requires computer aided 

decision situation with enough “structure” to permit computer 

support. System-accentuates the integrated nature of problem 

solving tool that combines “man,” machine, and decision 

environment [11, 12]. The system database is designed to 

promote: heavy indexing to improve query performance, 

denormalisation of the database to satisfy common query 

requirements and improve query response times, and use of a 

star-snowflake schema to organize the data within the database. 

The existing partitioning strategy is used to partition the fact 

table by time into equal segments, different-size segments and 

on different dimension of data warehouse, which provide the 

good query performance, optimize hardware performance, and 

simplify the management of the data warehouse by reducing the 

volume of data to satisfy a query [13, 14].  Therefore, a 

partitioning strategy is used to enable the OLAP tool to suggest 

the best decisions. 

2. BACKGROUND STUDY 
The essential ideas about DSS Architecture and Cubes of 

Transaction fact table are discussed in this section. 

2.1 DSS Architecture  
In DSS, a complete Data Warehouse (DW) architecture that 

encompasses the major processes including load and extracts 

data, clean and transform data, backup and archive, and directs  

and manages queries that constitute the DW as shown in Figure 

1 [11, 15, 16]. The Load, Warehouse and Query manager 

perform these processes, where the Load manager extracts data 

from any operational database (Microsoft SQL Server 2000) 

and others externals data sources (Hard Disk/Removable 

Storage), and loan the extracted data into temporary data store 

for DW. Warehouse manager analysis the data to perform 

consistency and referential integrity checks and create indexes, 

partition view, business view and also provides backup and 

archives processes. 

The Query manager provides users to direct queries to the 

appropriate tables (data sources) and schedules the execution of 

user queries [11, 17]. 
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Fig 1: Architecture of a DSS [2] 
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Fig 2: Cube Structure 

2.2 Cubes and Structures 
In this paper Cube is used and it is the main objects in online 

analytic processing (OLAP). Cube is a technology that provides 

fast access to data in a data warehouse [18, 19, 20].  

A cube is a set of data that is usually constructed from a subset 

of a data warehouse and is organized and summarized into a 

multidimensional structure defined by a set of dimension and 

measures [10, 17, 21]. A cube provides an easy-to-use 

mechanism for querying data with quick and uniform response 

times. End users use client applications to connect to an 

analysis server and query the cubes on the server.  

A cube has been defined by the measures and dimensions that it 

contains. Figure 2 and Figure 3 show the Dimension structures 

and the transaction cube, which contains two measures namely, 

Packages and Last. The cube has three dimensions namely, 

Route, Transport, and Time. If we want to analyze quarterly 

transports that arrived by air from the Eastern and Western, the 

end we could issue the appropriate query on the cube that 

retrieve the following dataset. The Packages measure represents 

the number of transported packages, and it aggregates by the 

sum function [22, 23, 24]. 

The Last measure represents the date of receipt, and it 

aggregates by the Max function. The Route dimension 

represents the means by which the transports reach their 

destination. The transport dimension represents the category of 

transports. The Time dimension represents the quarters and 

halves of a single year. Routes dimension represents a path by 

which the transaction and transport made [11, 12]. 

3. METHODOLOGY 
In this section the basic ideas about dimensions and partitioning 

and about the fact table of business transactions are discussed. 

3.1 Dimensions 
OLAP is suitable mostly for data which can be categorized – 

grouped by categories. The categorical view of data should be 

also the main interest of the data analysis. Example of 

categories might be: color, department, location or even a date. 

The categories are called dimensions. A dimension is a 

structural attribute of cubes. Dimensions are organized as 

hierarchies of categories and levels that describe data in the fact 

table [7, 17, 18, 21]. These categories and levels describe 

similar sets of members upon which the user wants to make an 

analysis.  Figure 4 shows the structure of Time dimension.  
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Fig 3: Cubes of Transactions. 

 

Fig 4: Time Dimension Structure. 

In Figure 5, the Time dimension for a single year is presented. 

Each level contains members, where the Members are the 

values in the columns or member properties that define the 

levels [5, 6, 8]. The Quarter level may contain four members: 

Quarter 1, Quarter 2, Quarter 3, and Quarter 4. 

However, if data in the table spans more than one year, the 

Quarter level contains more than four members. If the Year 

level contains three different members, 2002, 1994, and 1995, 

the Quarter level contains twelve members. The relationship 

between the levels and members in the Time dimension for a 

single year is illustrated in Figure 5. 

3.2 Partitioning 
Partitioning is an approach where a single logical entity is 

partitioned into multiple sub-entities [18, 23, 24, 25, 26]. The 

main object of partitioning is to process different logical 

partitions by different SQL servers in order to make the whole 

process faster. 
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Fig 5: Time dimension for a single year 

 

Fig 6: Partitioning the cube data 

The fact table in a data warehouse could be partitioned into 

multiple smaller sub tables or partitions.  Partitions allow the 

source data and aggregate data of a cube to be distributed 

among multiple server computers [4, 11, 12, 18]. Each partition 

in a cube can have a different data source. These data sources 

can reference relational databases on various computers. In 

addition, aggregate data of each partition can be stored on the 

Analysis server computer where the partition is defined; the 

following Figure 6 shows how a four-partition cube can 

distribute its source data and aggregation data among five 

server computers. 

The activities of definition, storage design, processing, and 

querying are performed during four distinct time periods. Each 

partition has a data source, which can be the same as or 

different from the data source of the partition's cube. 

If the same data source is used, the partition and the cube do 

not need to have the same fact table. If a different data source is 

used, it must reference a database that contains a set of tables 

that are essentially the same as those in the cube's schema. 

In Cube 1995-2003 and its four partitions are defined on 

Analysis Server 1. The data sources of the partitions specify the 

locations of the source data of the partitions [3, 21]:  

 The source data for Partition 1994 is stored on SQL 

Server 1, which is installed on the same computer as 

Analysis Server 1. 

 The source data for Partition 1994 is stored on SQL 

Server 2. 

 The source data for Partition 2002 is stored on SQL 

Server 3. 

 The source data for Partition 2003 is stored on SQL 

Server 4.  
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Fig 7: Snapshot of a Cube data for Rajshahi Region 

 

Fig 8: Snapshot of a Cube data for Khulna Region 

Once the partitions of the business transactions are found, the 

OLAP tools are used to identify the interesting pattern for 

taking better decisions for the organizations. By using the 

historical data OLAP tools then answer questions like why is 

this happening, what if these trends continue, what will happen 

next (predict), and what is the best outcome that can happen 

(optimize). 

4. RESULTS AND DISCUSSION  
The cube data are used for the Rajshahi and Khulna regions for 

ten years from 1994 to 2003 in order to evaluate the proposed 

OLAP based decision support system. For the two regions, two 

snapshots of the analytical results that are retrieved by our 

proposed OLAP based DSS from cubes of the business 

transactions data are provided.  

Figure 7 shows the snapshot of a Cube data for Rajshahi 

Region and Figure 8 shows the snapshot of a Cube data for 

Khulna Region. The effectiveness of the Cube data are then 

analyzed by using various statistical tools such as linear 

regression model, ANOVA and sign tests. The analytical 

results can then be used by the organizations for taking better 

decisions. The experimental results indicate the effectiveness of 

our proposed system. 

5. CONCLUSION 
In this paper, an OLAP based DSS for processing business 

transactions is presented in order to take better decision by the 

top level management of an organization. The OLAP based 

proposed system is optimal for data queries that do not change 

data. Cubes are used in the proposed approach in order to 

organize and summarize data for efficient analytical querying. 

An enterprise information system model has also been 

presented in order to optimize the utilization of operational data 

for using strategically. Experimentations are carried out on the 

cube data of the Rajshahi and Khulna regions for the duration 

of ten years from 1994 to 2003. The experimental results 
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demonstrate the effectiveness of our proposed OLAP base DSS 

for analyzing business data in order to take better decisions.  

In future, different data mining techniques will be used for 

developing DSS so that the interesting hidden patterns can be 

extracted efficiently from the large data sets and thereby, better 

decisions can be taken with confidence by the top level 

management. 
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