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ABSTRACT 
This piece of research presents the Particle Swarm 

Optimization (PSO) as a biologically inspired computational 

paradigm searches for problem optimization technique. 

Specifically (PSO) consists of a swarm of particles, where 

particle represent a potential solution.  More precisely it is a 

population-based, stochastic algorithm modeled on the social 

behaviors observed in flocking birds. Over the past quarter 

century, Global Optimization techniques like Genetic and 

PSO algorithms has attracted many researchers attention at 

engineering and industry. In December 2016, a new field 

titled “Artificial Human Optimization” was introduced in 

literature. Referring to that innovative field it is clear that the 

agents in Artificial Human Optimization are Artificial 

Humans. Recently, a new algorithm titled Multiple Strategy 

Human Optimization (MSHO) is designed based on Artificial 

Humans. This paper adopted an interesting novel 

experimental idea which incorporated Hybridization of 

perspective concepts of Artificial Human Optimization into 

some experimental illustrations of PSO algorithms. 

Additionally, Human Inspired Differential Evolution (HIDE) 

is recently proposed method which is based on Differential 

Evolution and MSHO. For particular parameters settings 

HIDE performed approximately as good as Differential 

Evolution. In the experiment in this paper, a new algorithm 

titled “Hassan Satish Particle Swarm Optimization (HSPSO)” 

is proposed. HSPSO is tested by applying it on a complex 

benchmark function. Interesting Hybridization results have 

been obtained. Results obtained by HSPSO are compared with 

Particle Swarm Optimization.   
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1. INTRODUCTION 
This research work is essentially originated from the 

optimization techniques adopted for solving optimally 

complex problems specified with necessary features and 

functions. Furthermore, these problems employed with   an 

adaptive, adjustable infrastructure, in addition to their 

spontaneous and ubiquitous problematic features.  In this 

context, any optimization technique can be defined as an art 

of selecting the best alternative among a given set of options. 

Furthermore, it is motivated originally by Mathematics and 

Computer Science domains aiming to find the best element 

among set of available elements. 

More specifically, Particle Swarm Optimization (PSO) is a 

biologically inspired computational search and optimization 

method developed in 1995 by Eberhart and Kennedy [1], 

based on the social behaviors of birds flocking or fish 

schooling. 

Additionally, research work at the field of Optimization 

problems forms an integral part of our day-to-day life. In the 

most basic sense, it can be defined as an art of selecting the 

best alternative among a given set of options. Moreover, 

Optimization problems arise in various disciplines such as 

engineering designs, agricultural sciences, manufacturing 

systems, economics, physical sciences, pattern recognition 

etc. In fact optimization techniques are being extensively used 

in various spheres of human activities, where decisions have 

to be taken in some complex situation that can be represented 

by a mathematical model. Optimization can thus be viewed as 

one of the major quantitative tools in network of decision 

making, in which decisions have to be taken to optimize one 

or more objectives in some prescribed set of circumstances. In 

view of the practical utility of optimization problems there is a 

need for efficient and robust computational algorithms, which 

can numerically solve on computers the mathematical models 

of medium as well as large size optimization problem arising 

in different fields. In the past few decades several global 

optimization algorithms have been developed that are based 

on the nature inspired analogy. These are mostly population 

based metaheuristics also called general purpose algorithms 

because of their applicability to a wide range of problems. 

The following four distinct characteristic aspects concerned 

with PSO searching for “best available” solution for either 

unimodal or multimodal optimization problem: 

 Particle Swarm Optimization (PSO) is a simple but 

powerful search technique.  

 PSO applies the concept of social interaction to 

problem solving.   
 In PSO, a swarm of n individuals communicate 

either directly or indirectly with one another search 

directions (gradients).  

 It has been applied successfully to a wide variety of 

search and optimization problems.  

The rest of this paper is organized as follows. At the next 

second section a brief literature review is presented. It 

included variety of optimization  challenging problems,  based 

mainly on hybridization of PSO. Detailed procedure of PSO is 

revised at the third section, along with some simple 

illustrations of the algorithmic steps. At the fourth section, a 

suggested novel algorithm titled “Hassan Satish Particle 

Swarm Optimization (HSPSO)” is introduced. A comparison 

between PSO and HSPSO considering ACKLEY function is 

given at the fifth section. Finally, at the sixth section some 

conclusive remarks have been given at the end of this 

manuscript.  
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2. A LITERATURE REVIEW [6][7] 
In reality, the researchers at the field of optimization problems 

techniques who adopted PSO approach, have considered 

Hybridizing/combining techniques of swarm Intelligence 

optimization, PSO as well into some developed genetic and 

differential evolution techniques. In other words, 

Hybridization is a method of combining two (or more) 

techniques in a judicious manner such that the resulting 

algorithm contains the positive features of both (or all) the 

algorithms. Depending on the algorithms used, there can be 

three classifications as (i) Hybridization of PSO and genetic 

algorithms (ii) Hybridization of PSO with differential 

evolution and (iii) Hybridization of PSO with other 

techniques. Two hybrid PSO algorithms; hybrid differential 

evolution particle swarm optimization (DE-PSO), and hybrid 

genetic algorithm particle swarm optimization (GA-PSO). 

More precisely, such  optimization techniques are being 

extensively used in various spheres of human activities, where 

decisions have to be taken in some complex situation that can 

be represented by a mathematical model. Optimization can 

thus be viewed as one of the major quantitative tools in 

network of decision making, in which decisions have to be 

taken to optimize one or more objectives in some prescribed 

set of circumstances. In view of the practical utility of 

optimization problems there is a need for efficient and robust 

computational algorithms, which can numerically solve on 

computers the mathematical models of medium as well as 

large size optimization problem arising in different fields. In 

the past few decades several global optimization algorithms 

have been developed that are based on the nature inspired 

analogy. These are mostly population based meta-heuristics 

also called general purpose algorithms because of their 

applicability to a wide range of problems. Some popular 

global optimization algorithms include genetic algorithms 

(GA) [1], particle swarm optimization (PSO) [2], Differential 

Evolution (DE) [3], evolutionary programming (EP) [4], ant 

colony optimization ACO) [5] etc. These algorithms have 

proved their mettle in solving complex and intricate 

optimization problems arising in various fields of science and 

technology such as engineering designs, agricultural sciences, 

manufacturing systems, economics, physical sciences, pattern 

recognition etc. Furthermore, a chronological order of the 

development of some of the popular nature inspired meta-

heuristics is given in Figure 1. These algorithms have proved 

their mettle in solving complex and intricate optimization 

problems arising in various fields.  

 

Figure 1: Popular meta-heuristics in chronological order 

(Adapted from [6]) 

Referring to [7], Particle swarm optimization (PSO) is a 

population-based stochastic algorithm modeled on the social 

behaviors observed in flocking birds. Over the past quarter 

century, the particle swarm optimization algorithm has 

attracted many researchers’ attention. Through the convergent 

operation and divergent operation, individuals in PSO group 

and diverge in the search space/objective space. In this paper, 

the historical development, the state-of-the-art, and the 

applications of the PSO algorithms are reviewed. In addition, 

the characteristics and issues of the PSO algorithm are also 

discussed from the evolution and learning perspectives. Every 

individual in the PSO algorithm learns from itself and another 

particle with good fitness value. A suggested example of  an 

PSO algorithm is presented by the simplified flowchart is 

shown in below at Figure 2, considering the algorithmic 

procedure steps  given  at Fig.2  

 

Figure 2: The flowchart of particle swarm optimization 

algorithm (Adapted from [7]) 
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Referring to [7], Pie chart showing the distribution of 

publication of research articles having hybrid versions of PSO 

number of hybrid PSO papers published in the year 2001 to 

2010.  

 

Figure 3: Pie chart showing the publication distribution of 

the meta-heuristics algorithms 

In [8], a very good introduction to Artificial Human 

Optimization Field was given which is shown below as it is in 

double quotes: “In [9], Artificial Human Optimization (AHO) 

was introduced. 10 plus reviews on work in AHO field were 

shown in [10]. A new algorithm titled “POSTDOC : The 

Human Optimization” was designed in [11]. In [12], an 

Introduction to AHO field was given. Ocean of opportunities 

in Artificial Human Optimization Field was shown in [13]. 

According to [13], millions of papers are possible in AHO 

Field. 25 reviews from experts on work under AHO field were 

given in [14]. 30 plus abstracts of papers in Artificial Human 

Optimization Field were shown in [15]. The first paper in 

Artificial Human Optimization Field was proposed in 2006 

[16]. In [12], Multiple Strategy Human Optimization (MSHO) 

was proposed”. A Hybrid Optimization method based on 

AHO concepts and Differential Evolution is proposed recently 

in [8]. In articles [17] – [21] algorithms were proposed based 

on AHO concepts and Particle Swarm Optimization. But these 

algorithms don’t use the concepts of Multiple Strategy Human 

Optimization (MSHO) proposed in [12]. The experiment 

conducted in this paper is to use the concepts of MSHO into 

Particle Swarm Optimization.    

3. REVISING OF (PSO) PROCEDURE 
In the present study an attempt is made to review the one main 

algorithm is a well known meta-heuristic; Particle Swarm 

Optimization (PSO). PSO, in its present form, has been in 

existence for roughly a decade, a relatively short time 

compared with some of the other natural computing 

paradigms such as artificial neural networks and evolutionary 

computation. However, in that short period, PSO has gained 

widespread appeal amongst researchers and has been shown 

to offer good performance in a variety of application domains, 

with potential for hybridization and specialization, and 

demonstration of some interesting emergent behavior. In PSO, 

first we initialize all particles as shown below. Two variables 

pbesti and gbest are maintained. pbesti is the best fitness value 

achieved by ith  particle so far and gbest is the best fitness 

value achieved by all particles so far. Lines 4 to 11 in the 

below text helps in maintaining particle best and global best.  

Then the velocity is updated by rule shown in line no. 14. 

Line 15 updates position of ith particle. Line 19 increments the 

number of iterations and then the control goes back to line 4. 

This process of a particle moving towards its local best and 

also moving towards global best of particles is continued until 

termination criteria will be reached. 

Procedure: Particle Swarm Optimization ( PSO ) 

1) Initialize all particles 

2) iterations = 0 

3) do 

4)  for each particle i do 

5)  If ( f( xi ) < f( pbesti ) ) then 

6)   pbesti = xi  

7)  end if 

8)  if ( f( pbesti ) < f( gbest ) ) then 

9)   gbest = pbesti 

10)  end if 

11)  end for  

12) for each particle i do 

13)  for each dimension d do 

14)   vi,d = vi,d +        

                                                C1*Random(0,1)*(pbesti,d – xi,d) 

                                              + C2*Random(0,1)*(gbestd – xi,d) 

15)   xi,d = xi,d + vi,d 

17)  end for 

18) end for 

19) iterations = iterations + 1 

20) while ( termination condition is false) 

4. HASSAN SATISH PARTICLE 

SWARM OPTIMIZATION (HSPSO) 
HSPSO is obtained by incorporation of MSHO concepts into 

Particle Swarm Optimization. In starting and even generations 

the Artificial Humans move towards the best fitness value. In 

odd generations Artificial Humans move away from the worst 

fitness value. In HSPSO, we maintain local worst of particle 

and global worst of all particles in addition to local best of 

particle and global best of all particles. This is shown in lines 

4 to 17. In lines 19 to 24 velocity is calculated by moving 

towards the local best of particle and global best of all 

particles. In lines 26 to 31 pseudo code for odd generations is 

shown in below text. In these odd generations particles move 

away from local worst of particle and also away from global 

worst of all particles. In line 33, number of iterations is 

incremented by one. Then control goes back to line number 4. 

This process of moving towards the best in one generation and 

moving away from the worst in next generation is continued 

until termination criteria has been reached. 

Procedure: Hassan Satish Particle Swarm Optimization  

(HSPSO) 

1) Initialize all particles 

2) iterations = 0 

3) do 
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4)  for each particle i do 

5)  If ( f( xi ) < f( pbesti ) ) then 

6)   pbesti = xi  

7)  end if 

8)  if ( f( pbesti ) < f( gbest ) ) then 

9)   gbest = pbesti 

10)  end if 

11)  If ( f( xi ) > f( pworsti ) ) then 

12)   pworsti = xi  

13)  end if 

14)  if ( f( pworsti ) > f( gworst ) ) then 

15)   gworst = pworsti 

16)  end if 

17)  end for  

18) If ((iterations == 0) || (iterations%2==0)) then 

                // for starting and even iterations 

19)  for each particle i do 

20)   for each dimension d do 

21)         vi,d = vi,d +             

                                                C1*Random(0,1)*(pbesti,d – xi,d)  

                                               +C2*Random(0,1)*(gbestd – xi,d) 

22)         xi,d = xi,d + vi,d 

23)   end for 

24)  end for 

25) else // for odd iterations 

26)  for each particle i do 

27)   for each dimension d do 

28)        vi,d = vi,d +                       

                                                     C1*Random(0,1)*( xi,d -         

                                                     pworsti,d )  

                                                    + C2*Random(0,1)*( xi,d -                       

                                                     gworstd) 

29)        xi,d = xi,d + vi,d 

30)   end for 

31)  end for 

32) end if 

33) iterations = iterations + 1 

34) while ( termination condition is false) 

 

 

 

5. COMPARISION BETWEEN PSO AND 

HSPSO FOR ACKLEY FUNCTION 
Figure 4 shows Ackley function 2D. This figure is taken from 

[22]. 

 

Figure 4. Ackley Function 2D 

Figure 5  shows parameter settings. Figure 6 and Figure 7 

shows results given by HSPSO and PSO respectively. 

 

Figure 5. Parameter Settings 

 

Figure 6. Result given by Hassan Satish PSO ( HSPSO ) 

 

Figure 7. Result given by Particle Swarm Optimization ( 

PSO ) 

From Figure 6, it can be seen that the optimal solution given 

by HSPSO is (0.03, 0.10) and optimal value is 0.59. From 

Figure 7 it can be seen that the PSO algorithm gave optimal 

solution as (0, 0) with optimal value 0 which is exact optimal 

solution and optimal value. Hence it can be concluded that 

PSO performed better than proposed HSPSO algorithm for 
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this particular parameters setting and particular complex 

benchmark function. 

6. CONCLUSION 
Multiple Strategy Human Optimization (MSHO) is proposed 

recently in literature which is based on Artificial Humans 

[12]. A new algorithm titled “Hassan Satish Particle Swarm 

Optimization (HSPSO)” is proposed by applying MSHO 

concepts into Particle Swarm Optimization. The proposed 

HSPSO algorithm is tested by applying it on a complex 

benchmark function. PSO performed better than proposed 

HSPSO algorithm for particular parameter settings and 

benchmark function. Applying HSPSO on many benchmark 

functions and comparing results obtained with PSO will be 

part of future work. General expectation is that optimization 

methods based on Artificial Humans will perform better than 

optimization algorithms based on other beings like birds etc. 

From results obtained in this paper we can conclude that 

Artificial Human Optimization Algorithms might not always 

perform better than other optimization algorithms like PSO.   
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