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ABSTRACT
This paper deals with the implementation of a simple algorithm for
automatic brain tumor segmentation. Brain tumor is commonly di-
agnosed by Computer tomography and Magnetic Resonance Imag-
ing in clinical treatment. The paper uses Simple Linear Iterative
Clustering (SLIC) to segment brain images according to their spa-
tial and color proximities. The ratio of the mean and variance of the
image pixels are determined in order to obtain an optimum thresh-
old value. Region merging after thresholding was carried out. The
final output image was an image with tumor sections circled out.
The segmentation adheres to boundaries and the procedure is fast
and reproducible.

Keywords
SLIC, brain tumour, region merging, image thresholding

1. INTRODUCTION
A tumor is a mass of tissue that is formed by an accumulation
of abnormal cells. The term tumor’ is used in a generic sense in
this work, as the nomenclature for tumors is vast. Brain tumors
are typically classified by their morphology [1]. Tumors in the
brain manifest themselves as irregular shapes that are detectable
on brain scans as illustrated by Figure 1. To aid in diagnosis and
treatment of these tumors, imaging techniques (i.e., Computer To-
mography (CT) and Magnetic Resonance Imaging (MRI)) are em-
ployed to confirm intracranial abnormalities and recommend fur-
ther investigation, characterize the tumor and determine the grade,
and finally for follow-up sessions to monitor effect of treatment.
Brain tumors are characterized by headaches that do not respond
to usual headache remedies, seizures, difficulties in speech, abnor-
malities in vision, problems with memory, balance and others. Gen-
erally, brain tumors are considered dangerous. [1] Limited access
to resources, especially in rural settings coupled with high cost of
accessing healthcare may lead to delayed diagnoses and hence a
bad prognosis for patients with brain tumors. Again, this means
that the few specialized medical practitioners in large hospitals are
prone to tiredness and fatigue, resulting from increased pressure
on scanty resources. This increases the risk of wrong diagnosis
about the presence and extent of potential tumors in the manual

analysis of brain scans. Treatment of brain tumors rely heavily on
its identification, characterization, classification and grading. Tu-
mors can be treated well without any adverse effect on the body
in its early stages. Without accurate identification and diagnosis,
treatment becomes a problem. An automated extraction of poten-
tial tumors from brain scans is thus desirable and plausible. Much
research and implementation have gone into tumor segmentation
using the general image segmentation techniques which include K-
means clustering [2], [3], Fuzzy C means clustering and watershed
methods [4] [5] and artificial neural networks and machine learn-
ing techniques [6, 7]. Other techniques like histogram based meth-
ods [8] and region based methods (region splitting, growing and
merging) [9] have also been exploited. These methods are hindered
by the lack of adherence to boundaries, compactness and flexibil-
ity. Generally, segmentation algorithms are plagued with the chal-
lenge of lack of adherence to boundaries, and this is known to be
a cause of failure for most automated and semi-automated image
classification systems [10]. Tumors naturally, have irregular shape
and can be spatially located anywhere in the brain, which makes
it a challenging task to segment them accurately enough for clin-
ical purposes. In recent times, research has shown much success
with super-pixels after its introduction in [11]. Superpixels is a pro-
gression of image blocks comprising of pixels with comparative
components like color, texture, brightness, etc. Simple Linear Itera-
tive Clustering compared to the other existing super-pixel models is
considered the best [12]. Soltaninejad et al. proposed an automated
brain tumor detection and segmentation using superpixel-based ex-
tremely randomized trees in FLAIR MRI. A number of novel image
features including intensity based, Gabor textons, fractal analysis
and curvatures are calculated from each superpixel within the en-
tire brain area in FLAIR MRI to ensure a robust classification [15].
In this paper, a simple SLIC based algorithm that uses threshold-
ing and region merging to segment brain tumor images is proposed.
The output image circles the tumor section and the image is com-
pact and adheres to boundaries.

2. PROPOSED METHODOLOGY
The data set used for the testing the proposed algorithm is from
the Brats 2015 database [13]. The images are originally 3D images
which had to be converted into 2D images to make the work less
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complicated. Figure 2 outlines the proposed approach for segment-
ing 2D tumor MRI scan images, and exploits the superior segmen-
tation qualities of SLIC.

Fig. 1: MRI Brain Scan showing brain tumor.

A simple yet effective technique of optimizing the selection of
threshold value for thresholding is introduced. The technique is
quite different from the conventional Otsu thresholding approach.

Fig. 2: General outline for proposed approach.

2.1 Conversion of Images from 3D to 2D
Images obtained from the BRATS clinical dataset were 3D images.
The first preprocessing step was the conversion of these 3D images
to 2D images using 3D slicer. Segmentation was done on the 2D
images using MATLAB.

2.1.1 Description of BRATS. The BRATS 2013 and 2015 anno-
tated clinical training dataset consist of a multi contrast brain tu-
mor MR scans. The ground truths of the brain tumor images are
provided by a trained human expert. [18, 19] For each patient data,
T1, T2, FLAIR and Ground truths MR images are available. All
of the images used to evaluate the work are obtained from T1c MRI
protocol.

2.1.2 Description of 3D Slicer. 3D slicer is a software platform
for the analysis (including registration and interactive segmenta-
tion) and visualization (including volume rendering) of medical
images for research in image guided therapy. The interactive vi-
sualization capabilities of 3D slicer include the ability to display
arbitrarily oriented image slices, build surface models from image
labels, and hardware accelerated volume rendering. Slicer’s capa-
bilities include;

—Handling DICOM images and reading or writing a variety of
other formats

—Manual editing
—Fusion and co-registering of data using rigid and non-rigid algo-

rithms
—Automatic image segmentation
—Tracking of devices for image-guided procedures

2.2 Simple Linear Iterative Clustering (SLIC)
Simple Linear Iterative Clustering was proposed by [12]. It is an
adaptation of K means for the creation of super-pixels. SLIC per-
forms a local clustering of pixels in the 5-D space defined by the
L, A, B values of CIELAB color space and the x− y pixel coordi-
nates. It is a gradient ascent based technique considered faster than
any existing method [12].
Super-pixels are grouped according to spatial and color proximi-
ties of the pixels. An advantage of the SLIC technique is its good
boundary adherence, which results in an improved performance of
a segmentation algorithm.
Equations (1) - (4) summarizes the SLIC algorithm

dc =
√

(Lj − Li)2 + (ai − aj)2 + (bi − bj)2 (1)

ds =
√

(yj − yi)2 + (xj − xi)2 (2)

S =

√
N

k
(3)

D = dc +
ds
S
m (4)

Where ds is the spatial proximity, x and y represents the pixel posi-
tion, N is the number of pixels and k is the number of superpixels.
D decides the closest center for every pixel, dc is the color proxim-
ity and m allows us to weigh the relative importance between color
similarity and spatial proximity.

2.2.1 Pseudocode for SLIC. The number of superpixels depict
how many regions an image should be segmented into. Knowing
the exact superpixel(k) to choose for each image to avoid over or
under segmentation is key. In practical applications, the superpixel
number chosen for the segmentation should not be too large or
small. If k is too small, regional division will not be obvious and
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Algorithm 1: Pseudocode for SLIC
FnFunctionend
(/* Pseudocode for SLIC */)SLIC()
Initialize cluster centers Ck = [lk, ak, bk, xk, yk]T by sampling
pixels at regular grid steps S ;
Perturb cluster centers in an n ∗ n neighborhood, to the lowest
gradient position ;
repeat

for each cluster center Ck do
Assign the best matching pixels from a 2S ∗ 2S square
neighborhood around the cluster center according to the
distance measure D;

end
Compute new cluster centers and residual error E (L1 distance
between previous centers and recomputed centers) ;

until (E ≤ threshold);
Enforce connectivity;

it will be easy to cause error in boundary segmentation. If k is too
large, there is no difference between superpixel segmentation and
the original method. K = 300 gives an optimum tumor detection.
All the examples in the work used k = 300.
m is a parameter to weigh the relative importance between color
similarity and spatial proximity. When m is large, spatial proximity
is more important and the resulting superpixels are compact. When
m is small, the resulting superpixels adhere more tightly to image
boundaries, but have less irregular size and shape. The value for m
is set to 10 in the work.

2.3 Thresholding
Image thresholding is a popular and generally effective method for
image segmentation. The key to a good image thresholding opera-
tion is the selection of an optimum threshold value. The mean and
variance are statistical measures that characterize images. To deter-
mine an optimum threshold on a case by case basis for each given
image, The ratio of the mean and variance were computed. The
value of the ratio determines the optimum threshold to choose for
each image.

2.4 Region Merging
Region merging is the last step. Region merging operations elim-
inate false boundaries and spurious regions by merging adjacent
regions based on the gray value of these regions. Region merging
is preformed to merge the tumor sections circled together as one
region. It is achieved by joining adjacent regions that belong to the
tumor section.

3. EXPERIMENTAL RESULTS AND DISCUSSION
The BRATS 2013 and 2015 clinical dataset are used to evaluate
the robustness of the method. 90 High Grade Glioma (HGG) and
Low Grade Glioma(LGG) and 60 normal images are used to find
how sensitive and specific the method is. The sensitivity, speci-
ficity, misclassification rate, false positive rate and precision are
shown in table 1. A comparison of the proposed method in this
paper on BRATS 2013 and 2015 dataset is compared with other
good methods shown in Table ??. The proposed method was com-
pared with Tusion et al. which was the winner of on-site BRATS
2013 challenge, Reza and Iftekharuddin which was the best result
for the training set of BRATS multiprotocol dataset (although this

Algorithm 2: Pseudocode for Thresholding
FnFunctionend

(/* Pseudocode for Thresholding */)Thresholding()
Initialize original image x;
Initialize label image y;
Calculate the mean of x;
Calculate the variance of x;

if (2.31 ≤ m

v
≤ 2.01 || 1.7 ≤ m

v
≤ 2) then

Set threshold T = 195;
end
if (2.06 ≤ m

v
≤ 2.09999 then

set threshold T = 210;
else

set threshold T = 200;
end
if (mean of the pixel intensity of region < T) then

Region is not tumor affected;
else

Region is tumor affected;
end

paper only used T1c protocol) and Soltaninejad et al. automated
brain tumour and segmentation using superpixel-based extremely
randomized trees. The method described in this paper achieved a
sensitivity of 0.89 which is very close to 0.92 sensitivity of Reza
and Iftekharuddin [17].

Table 1. : Performance of proposed algorithm with BRATS dataset

Predicted
N = 150 No Yes

Actual (No) TN = 55 FP = 5 60
Actual (Yes) FN = 10 TP = 80 90

65 85

N is the number of images used in testing, True Negatives(TN) rep-
resents those predicted as no, and actually have no tumor present.
True Positive(TP) represents the predicted yes (tumor present), and
actually have tumor present. False Negative(FN) represents the pre-
dicted no, but actually do have the disease. (Also known as a Type
II error). False Positive(FP) represents the predicted yes, but actu-
ally do not have the disease. (Also known as Type I error).

Table 2. : Performance of proposed algorithm with BRATS dataset

Accuracy 0.9
Misclassification 0.1

Sensitivity 0.89
False positive rate 0.083

Specificity 0.92
Precision 0.94
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Table 3. : Comparison with other related methods using BRATS dataset

Method Description Comment Sensitivity
Tustion et
al[16]

Random forests
(ANTs/ANTsR
package

Best MICCAI
2013 on site

0.87

Reza and
Iftekharud-
din [17]

Random forests + tex-
ture features

Best training
MICCAI 2013

0.92

Soltaninejad
et al.[15]

ERT + supervoxels Training MIC-
CAI 2012

0.088

Proposed
Method

Superpixels + Thresh-
olding

Testing on
BRATS 2013 and
2015

0.89

Fig. 3: Images of segmented tumor from brain scans from BRATS 2015
database. L-R Input images, Image after SLIC operation, Threshold and
Region Merging, Final determining of tumor

The algorithm was implemented using MATLAB 2017 software.
A number of images from the BRATS 2015 database were anal-
ysed. Figure ?? shows the results of the proposed segmentation al-
gorithm. The results are satisfactory, as tumor sections are correctly
segmented. The method ensures that the segmentation adheres to
boundaries and is compact.

4. CONCLUSION AND FUTURE WORK
In this paper, a SLIC based approach to segmenting tumors in brain
scans is proposed for computer aided diagnostic functions. The
proposed procedure utilizes a simple, yet innovative technique of
identifying the optimum threshold value; this is in order to thresh-
old the images after utilizing SLIC. This is achieved by using the
mean and variance of pixel values of the digital images. Prelim-
inary results from using images from the BRATS 2015 database
show that tumors segmented adhere to boundaries, and is compact.
In the future, work will be directed towards using more data from
other databases to further validate the proposed approach. Explo-
rations will be made on the use of improved SLIC based algorithms
including IMSLIC [14]. Finally, attention will also be paid to ex-
tending the work to 3D images scans.
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