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ABSTRACT
Adaptation and individualization of learning is a major challenge when using flipped class as a teaching method. In this paper, we propose a recommendation system for flipped classroom to individualize learning in the classroom based on Data Mining algorithms. This system allows the teacher to predict a classification of learners before administering the tasks to be accomplished and the adapted teaching resources, using attributes related to the activity logs on the e-learning platform, to the online evaluations (Quiz) and to demographic data. The results show that the use of this model as a learning strategy optimizes the time of learning and improves the learner’s performance.
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1. INTRODUCTION
The evolution of new technologies, particularly cloud computing, has improved access, sharing and storage of information. A new pedagogical model has been introduced called flipped classroom to improve the conditions of learning. Many educators encourage the coupling of both technology and the inverted class model in a hybrid learning strategy [1][2].

The principle of flipped classroom is based on the modification of the traditional model of learning; Course elements and memorization exercises or direct course applications are visualized and performed online while the most difficult points and developments are dealt with in the presence of learners [3].

Figure 1 presents the three phases of the flipped classroom implementation namely the visualization of the video capsules out of class, the regulation, and the activities face-to-face (problem situations, case studies ...) in restricted groups or in the form of workshops. This strategy supposes that the learner will take control of his learning in terms of rhythm and control of the content [4] [5], in the other hand it will allow the teacher to use class time in different ways, such as regulation and by differentiation of learning, as well as booking more time for further learning.

The hybrid model proposed by El Hajji et al [1] improves the engagement of learners in their learning. However, during the regulation, other problems occur, particularly at choice of groups level.

The development of educational software as well as the use of the Internet has created a new context involving a large volume of information about learning factor [25]. Researchers are becoming more interested in data mining techniques in education and the development of the most appropriate algorithms for this kind of data [21], [30]. Indeed, a new field called Educational Data Mining (EDM) that has emerged as a field of research in recent years aims to apply data mining techniques to the educational data, which helps to discover many types of knowledge that can help stakeholders to make the best decisions.

The objective of this study is to identify groups where the apprentices belong based on learners’ features, to support tutors to take the best decisions in regulation phase. Therefore, we have used data mining algorithms to better understand the learners and their ways of learning. The proposed system is based on prediction models, by detecting the most effective factors that work with learners’ learning performance. It provides a new way of extracting hidden knowledge from the teacher and classifying learners into groups according to the level of regulation need. Our contribution can be summarized in:

- The collection and annotation of a set of data that is appropriate for the regulation of learning in flipped classroom.
- The relevance study of the classifier.

In the following, we present the prediction ’s model of student groups for flipped classroom regulation and the followed methodology. Then, we expose the first main results of our work and conclude with a conclusion.
2. PREDICTION MODEL OF REGULATION

To implement flipped classroom, we have adopted the approach proposed by El Hajji et al [1] presented in Figure 2, where the regulation is divided into two phases:

![Figure 2: Phases of the implementation of the flipped class](image)

2.1 Phase 1 (Pre-regulation):
This first phase is made at online platform in order to increase the regulation time and to take advantage of the technological and pedagogical practices. The online platform used does not only offer the establishment of media resources but also collaboration tools (wiki) and communication (forum, chat). This phase provides a set of descriptions related to the activity data of the learners.

2.2 Phase 2 (post-regulation):
The second phase is made in class, in which we exploit pre-regulation results to conduct a face-to-face regulation of learners.

A major result that emerged from the study of this approach shows a commitment of learners in the learning process. However, during the post-regulation, other problems occurred especially in terms of the choice of groups for regulation’s phase. An analysis of these problems led us to carry out a study to develop a recommendation system using the techniques of the EDM. The system allows to help tutors make good decisions in the learning process by suggesting different alternatives. The figure 3 shows the architecture of the proposed system.

![Figure 3: Regulation system’s architecture.](image)
3. METHODOLOGY

Each educational data mining technique serves a different purpose depending on the modeling objective. The two most common modeling objectives are: descriptive models and predictive models. In descriptive models, hidden information present in the data is highlighted (e.g., clustering, association rules, sequence discovery, ...) whereas in predictive models, new knowledge is extrapolated from current information [26]. In order to develop the prediction models, we adopted the following methodology:

To generate model to predict and classify learners’ groups, we use different algorithms classifiers: Decision Trees, Neural Networks and Naive Bayes:

3.1 Decision trees

Decision trees are common procedures today, which provide a rapid and effective method for classifying and visualizing results. It represents a set of classification rules in a tree form. There are several learning algorithms, for example: ID3 [28]; [29]; CART [22]. The basic idea in all algorithms is to partition the attribute space into branches and leaves until the data are classified by satisfying a stopping condition [24].

3.2 Neural networks

The neural network is a set of interconnected nodes. The nodes of a layer are connected to all the nodes of the next level [31]. In the literature, there are several architectures of neuron networks. In this work, we chose a multilayer perceptron architecture using retro gradient propagation [32]. This network consists of three layers of neurons: an input layer, an output layer and a hidden layer.

3.3 Bayesian naive algorithm

Bayesian Naive is a classification method based on the Bayes theorem [27]. It is called naive because it simplifies the problem by using two important assumptions: it assumes that the prognostic attributes are conditionally independent, and assumes that there are no hidden attributes that could affect the prediction process. This classifier represents a promising approach to the probabilistic discovery of knowledge.

4. RESULTS

The data was collected from activity logs on the Blackboard e-learning platform, online assessment data (Quiz) and learner demographic data. In this section, we present the first results that we have obtained from online learners' activities and in the classroom.

To have more information about the peaks of the connection to the platform, we have done a sweeping per hour for several days. The statistical average of the number of connected persons is presented in figure 5.
We have compared, tested and analyzed the database with the three classifiers (C4.5 decision tree (J48), Naïve Bayes and Neural Networks) on available attributes. The following table shows the result of our first experience.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>C4.5 (J48)</td>
<td>76.09%</td>
<td>82.54%</td>
<td>73.93%</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>91.30%</td>
<td>88.33%</td>
<td>93.48%</td>
</tr>
<tr>
<td>Multiplayer Perception</td>
<td>84.78%</td>
<td>87.04%</td>
<td>83.92%</td>
</tr>
</tbody>
</table>

The results clearly show that Naïve Bayes is the best classifier among the three classifiers tested, but decision trees have several advantages in our application: (1) decision trees require little data preparation; (2) the rules derived from decision trees are explicit and verifiable by an expert; (3) Because of their intelligibility, the rules can be used to improve the knowledge of algorithms and their contexts.
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