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ABSTRACT
This paper deals with a wavelet domain Wiener filter to estimate en-
hanced Mel-LPC spectra in presence of additive noises. In this im-
plementation, Daubechies 4 (db4) wavelet function has been used
as mother wavelet which enables a fast computation and decompo-
sition using perfect reconstruction of filterbank. To implement the
filter, noise is estimated from the initial 20 frames of input speech
signal without applying any voice activity detection (VAD) system.
In the proposed system, filtering is done in wavelet domain using
Wiener gain. After filtering, inverse wavelet transform is applied to
obtain enhanced time domain speech signal. Using this enhanced
speech signal Mel-LP cepstral coefficients are calculated as speech
feature. The proposed system is evaluated on Aurora-2 database
and it has been found that the Wiener filter improves the overall
word accuracy from 58.66 to 75.88% and the average Aurora-2 rel-
ative improvement has been found to be 42.50% for test set A.
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1. INTRODUCTION
Currently speech recognition systems have been using widely in
real world applications. In laboratory conditions, the performance
of speech recognition system is quite satisfactory. However, perfor-
mance severely degrades in real environments because of noises.
Environmental noises contaminate speech signal and change the
data vectors representing the speech, for instance, reduce the dy-
namic range, or variance of cepstral coefficients within the frame.
As a result, a serious mismatch is occurred between the acoustic
model of training and test conditions. This may potentially degrade
the performance of recognition systems. Hence, noise robustness is
an important issue for automatic speech recognition.

In real environment, it is obvious that the speech and noise are not
separately available rather it is a composite signal, and unbiased
power estimation for both speech and noise is difficult. Since most

of the filtering based techniques primarily depend on power esti-
mation, it is very hard to recover the clean speech from the noisy
signal [1]. However, many researchers tried to improve the power
estimation by deploying efficient voice activity detector [2], [3],
[4].

Recently, Wavelet Transform (WT) has been applied in different
speech processing applications as an efficient signal processing tool
taking advantages of its excellent time-frequency resolution. The
WT enables better frequency resolution at low frequencies and bet-
ter time localization of the transient phenomena of speech signal in
the time domain. Consequently, it resembles to the first stage of hu-
man auditory perception and to basilar membrane excitation where
the WT introduces almost logarithmic frequency sensitivity.

There are many techniques to enhance the noisy speech signal
based on the additive property of noises. The widely used meth-
ods to remove the additive noise are spectral subtraction with many
variants [5], [6] and time or frequency domain Wiener filtering [2],
[7], [8]. However, denoising in wavelet domain has been found
to be advantageous in some seminal works [9], [10], [11] where
thresholding principle was applied on wavelet decomposed speech
signal.

In this paper, a wavelet domain Wiener filter has been proposed
for Mel-LPC based noisy speech recognition. The Wiener gain for
each frequency band has been estimated from the wavelet decom-
posed speech signal and then each wavelet coefficient is multiplied
with the Wiener gain to estimate the enhanced coefficients. It is
a very simple technique with low computational cost. In this pro-
posed research work Daubechies 4 (db4) wavelet [12] function is
used as mother wavelet because it is compactly supported wavelet
that has the highest number of vanishing moments for a given sup-
port width. This also enables a fast computation and decomposition
using perfect reconstruction of filterbank.

The rest of the paper is organized as follows. Section 2 gives a brief
description of wavelet transform. Section 3 deals with the design
of Wiener filter. An overview of Mel-LPC analysis is presented in
Section 4. System overview is introduced in section 5. Experimen-
tal setup for the proposed system is given in section 6. The perfor-
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mance of the proposed system is illustrated in section 7. Finally,
conclusion is presented in section 8.

2. WAVELET TRANSFORM
The wavelet transform of a continuous square integrable function
x(t) is defined as

Xψ(ν, τ) =

∫ ∞

−∞
x(t)ψν,τ (t)dt (1)

where ψν,τ (t) is a wavelet function, defined by

ψν,τ (t) =
1√
ν
ψ
(
t− τ
ν

)
(2)

and ν, τ are the scaling and shifting parameters, respectively. The
function x(t) can be obtained from Xψ(ν, τ) using the inverse
wavelet transform:

x(t) =
1

Cψ

∫ ∞

0

∫ ∞

−∞
Xψ(ν, τ)

ψν,τ (t)

ν2
dτdν (3)

where

Cψ =

∫ ∞

0

|Ψ(ω)|2

ω
dω (4)

and Ψ(ω) is the Fourier transform of ψ(t).

3. WIENER FILTER
Let x(n) be the input speech signal contaminated by additive noise
w(n), then

x(n) = s(n) + w(n) (5)

where s(n) is the clean speech.

Now, we define an M -th order Wiener filter in spectral domain as
follows:

H(z) =

M−1∑
n=0

h(n)z−n (6)

The estimated clean speech based on the filter H(z) is given by

ŝ(n) =

M−1∑
k=0

h(n)x(n− k) (7)

In the spectral domain, Equation (7) can be written as

Ŝ(ω) = H(ω)X(ω) (8)

In wavelet domain, the transfer function for the Wiener filter can be
defined as

H(ψ) =
S(ψ)

X(ψ)
=

S(ψ)

S(ψ) +W (ψ)
(9)

where S(ψ),X(ψ) andW (ψ) are the wavelet coefficients of clean
speech, noisy speech and noise signal respectively.

In terms of power, the above equation can be rewritten as

H(ψ) =
S2(ψ)

S2(ψ) +W 2(ψ)
(10)

Therefore, in wavelet domain, the Wiener gain at band j [13] can
be expressed as

kj =
S2
j (ν, τ)

S2
j (ν, τ) +W 2

j (ν, τ)
(11)

In some input frames, the estimated noise power might be higher
than the noisy speech power and Wiener gain kj will be negative.
So, in our implementation, we have estimated the gain as follows:

kj = max

(
X2
j (ν, τ)−W 2

j (ν, τ)

X2
j (ν, τ)

, 0.1

)
(12)

where X2
j (ν, τ) is the wavelet power at band j for noisy speech

and W
2

j (ν, τ) is the average wavelet noise power estimated over
first 20 frames of input speech signal.

Finally, the estimated clean speech is obtained in wavelet domain
as follows:

Ŝj(ν, τ) = kjXj(ν, τ) (13)

In Equation (13), the Wiener weight kj plays the role for the degree
of suppression of the contaminant to the observed signal at band j.

4. OVERVIEW OF MEL-LPC ANALYSIS
In the Mel-LPC analysis, the following all-pole model is defined
for frequency warped speech signal x̃[n] (n = 0, 1, ..,∞) which
is bilinear transformed [14] from a windowed input speech signal
x[n] (n = 0, 1, ..,N − 1):

H̃α(z̃) =
σ̃e

1 +
∑p

k=1
ãkz̃−k

(14)

where z̃−1 is a first-order all-pass filter,

z̃−1 =
z−1 − α

1− α · z−1
(15)

0 < α < 1 is treated as frequency warping factor. ãk is the k-th
mel-prediction coefficient and σ̃2

e is the residual energy [15], [16].

The mel-prediction coefficients {ãk} can be calculated directly
from the input speech signal without applying bilinear transforma-
tion as shown in [2], [16].

5. SYSTEM OVERVIEW
The block diagram of the proposed system is shown in Figure 1.
The mean noise power is calculated from initial 20 frames of input
speech signal. Using the estimated noise power and noisy speech
power Wiener gain is calculated by Equation (12). Then filtering is
done in wavelet domain to obtain the enhanced details and approx-
imate coefficients of speech signal. Finally, inverse wavelet trans-
form is applied to obtain time domain enhanced speech signal and
mel-cepstrum is calculated to use as speech feature.

6. EXPERIMENTAL SETUP
To estimate the Wiener gain for each speech frame, single level db4
wavelet function has been used as mother wavelet. Prior to wavelet
transform, each speech frame was windowed using Hamming win-
dow of length 20 ms with 10 ms frame period. Before window-
ing, speech signal was preemphasized with a preemphasis factor of
0.97. The recognition experiment was conducted with a 12th order
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Fig. 1. Wavelet domain Wiener filtering with Mel-LPC analysis.

Mel-LPC analysis. The warping factor was set to 0.4. Each feature
vector consists of 14 mel-cepstral coefficients and their delta coef-
ficients including 0th terms.

The reference recognizer was based on HTK (Hidden Markov
Model Toolkit) software package. The HMM was trained on clean
condition. The digits are modeled as whole word HMMs with 16
states per word and a mixture of 3 Gaussians per state using left-to-
right models. In addition, two pause models sil and sp are defined.
The sil model consists of 3 states. This HMM models the pauses
before and after the utterance. A mixture of 6 Gaussians models
each state. The second pause model sp is used to model pauses be-
tween words. It consists of a single state, which is tied with the
middle state of the sil model.

Table 1. Recognition accuracy without Wiener filter for test set A.
SNR Noise Average

Subway Babble Car Exhibition
clean 98.74 98.55 98.51 98.80 98.65
20 dB 96.99 89.57 95.32 96.36 94.56
15 dB 92.72 72.64 82.37 92.38 85.03
10 dB 77.86 46.52 53.95 75.69 63.51
5 dB 48.88 21.46 24.04 44.80 34.80
0 dB 22.32 7.53 11.96 19.87 15.42
–5 dB 11.36 4.11 8.65 12.06 9.05
Average 67.75 47.54 53.53 65.82 58.66
(20 to 0dB)

Table 2. Recognition accuracy with Wiener filter for test set A.
SNR Noise Average

Subway Babble Car Exhibition
clean 98.77 98.46 98.57 98.80 98.65
20 dB 97.18 96.40 98.06 97.04 97.17
15 dB 94.57 93.23 96.21 92.87 94.22
10 dB 85.97 84.61 90.81 81.89 85.82
5 dB 66.84 64.87 73.90 57.82 65.86
0 dB 35.98 33.77 42.59 33.01 36.34
–5 dB 14.98 13.48 18.70 17.28 16.11
Average 76.11 74.58 80.31 72.53 75.88
(20 to 0dB)

Table 3. Aurora-2 relative improvement for test set A.
SNR Noise Average

Subway Babble Car Exhibition
clean –10.81% –58.76% –50.53% –62.16% –45.57%
20 dB 13.23% 61.95% 33.56% 22.11% 32.71%
15 dB 35.89% 75.66% 66.90% 28.49% 51.73%
10 dB 42.66% 70.62% 74.80% 34.64% 55.68%
5 dB 37.03% 54.43% 62.31% 30.76% 46.13%
0 dB 17.46% 29.89% 35.70% 21.88% 26.23%
–5 dB 4.85% 13.38% 12.74% 11.20% 10.54%
Average 29.25% 58.51% 54.66% 27.57% 42.50%
(20 to 0dB)

Table 4. Comparative recognition results among WI007, Mel-LPC
(MLPC) without Wiener filter and with Wiener filter for test set A.
Front-end Noise Average

Subway Babble Car Exhibition
WI007 69.48 49.88 60.60 65.39 61.34
MLPC w/o WF 67.75 47.54 53.53 65.82 58.66
MLPC w/ WF 76.11 74.58 80.31 72.53 75.88
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Fig. 2. A comparative result between the recognition accuracy with and
without Wiener filter for noise types subway, babble, car and exhibition.

7. EXPERIMENTAL RESULTS
The performance of the proposed system was evaluated on test set
A of Aurora-2 database [17], which is a subset of TIDigits database
[18] contaminated by additive noises and channel effects.

The recognition accuracy with and without Wiener filter has been
presented in Table 1 and Table 2. As shown in Table 1, the aver-
age recognition accuracy without applying Wiener filter is found to
be 58.66% for the SNR range between 0 and 20 dB. On the con-
trary, with Wiener filter the overall recognition accuracy is 75.88%.
It has also been observed that the most significant improvement is
obtained for car noise which is 80.31% on the average. A com-
parison between the recognition accuracy with and without Wiener
filter for each noise type is presented in Figure 2.

Finally, the Aurora-2 relative improvement is presented in Table 3.
The Aurora-2 relative improvement is calculated by comparing the
recognition accuracy with the baseline result obtained by applying
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the Aurora WI007 front-end [19]. As shown in Table 3, the over-
all relative improvement obtained by the proposed Wiener filter is
42.50% for test set A. A comparative result among Aurora WI007,
Mel-LPC without Wiener filter and Mel-LPC with Wiener filter is
presented in Table 4.

8. CONCLUSION
In this work, a wavelet domain Wiener filter has been presented
by estimating frame by frame Wiener gain to enhance speech sig-
nal contaminated by additive noises. In this implementation single
level wavelet decomposition is performed using db4 wavelet func-
tion. A significant improvement has been obtained in recognition
accuracy using this filter. The overall recognition accuracy has been
found to be 75.88% for test set A with the proposed system and the
Aurora-2 relative improvement is found to be 42.50%.
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