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ABSTRACT 
One of the major problems in support vector machines (SVM) 

is the selection of optimal parameters that can establish an 

efficient SVM to achieve better output with an acceptable 

level of accuracy.  In this paper, proposed a hybrid 

classification algorithm (GSVM) based Gravitational Search 

Algorithm (GSA) and support vector machines (SVM) to 
optimize the accuracy of the SVM classifier by detecting the 

subset of the best values of the kernel parameters for the SVM 

classifier. In the GSVM classifier, the GSA is introduced as 

an optimization technique to optimize the SVM parameters. 

The GSVM algorithm evaluated using KDD CUP 99 data set 

and compared to the outperformance of the original SVM 

algorithms. The results show that the performance of GSVM 

algorithm has a higher detection rate with lower false positive 

rate.   
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Keywords 
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1. INTRODUCTION 
The importance to safeguard computer network against 

confidentiality, integrity and availability breaches is an 

important issue and intrusion detection plays vital role in 

ensuring a secured network. Security policies or firewalls 

have difficulty in preventing such attacks because of the 

hidden vulnerabilities contained in software applications. 

Therefore, intrusion detection system (IDS) is required as an 

additional wall for protecting systems despite the prevention 

techniques. The choice of classifiers to classify the data traffic 

is an issue because they can affect the accuracy and 

classification of an attack. [13, 14].  

Various machine learning methods are used to classify 

intrusion detection datasets such as the decision tree, nave 

Bayesian, neural network and (SVM). The SVM is a margin-

based classifier based on small sample learning with good 

generalization capabilities, and is commonly used in the 

application of classification [3, 15]. The SVM outperforms in 

the important aspect of robustness and efficiency in the 

network classification. It can manage the problem of 

imbalanced attacks which can otherwise lead to poor detection 

performance. This problem occurs due to the small learning 

sample size of low-frequent attacks compared to high-

frequent attacks. Moreover, SVMs outperform the neural 

network in the important aspects of scalability, training time 

and prediction accuracy [16]. SVM is commonly used in IDSs 

because of its robustness and efficiency in the network 

classification [9]. However, one of the primary problems of 

SVM is how to select the kernel function and its parameter 

values. This problem is a crucial step in handling a learning 

task with SVM since it has an impact on the classification 

accuracy [3, 10].  

In this paper, a hybrid classifier is designed based on a 

combination of the GSA and SVM algorithms. The main 

purpose of designing the GSVM classifier is to optimize the 

accuracy of the SVM classifier by detecting the subset of the 

best values of the kernel parameters for the SVM classifier. 

The performance of the proposed approach has been tested on 

KDD CUP 99 data set, and the results have been compared 

with an original SVM algorithm. The rest of the paper is 

organized as follows: Section 2 discusses the related works on 

the hybrid approach in IDS. In section 3 present a brief 

overview of the gravitational search algorithm to provide a 

proper background. Section 4 and 5 present proposed 

approaches and data used. Section 6 describes the flow of the 

experiment. The results and discussion of findings are 

presented in Section 7. Finally, Section 8 concludes the paper. 

2. RELATED WORK  
 In this section discuss the published papers related to work on 

the hybrid classification approach in IDS 

Peddabachigari et al. (2007), used two hybrid approaches for 

modelling IDS. Decision trees (DT) and support vector 

machines (SVM) are combined as a hierarchical hybrid 

intelligent system model (DT– SVM) and an ensemble 

approach combining the base classifiers. In this model, the 

training set is passed through the DT classifier to generate 

leaf-node information. Then, the SVM classifier is trained 

using the training set together with leaf-node information (as 

an additional attribute) to produce the final output. 

Shih et al. (2008), a particle swarm optimization-based 

approach, capable of searching for the optimal parameter 

values for SVM to obtain a subset of beneficial features. The 

PSO SVM approach is applied to eliminate unnecessary or 

insignificant features, and effectively determine the parameter 

values, in turn improving the overall classification results. 

Kuang et al. (2014) proposed a new intrusion detection system 

composed of kernel principal component analysis (KPCA) 

and GA with SVM. The N-KPCAGA-SVM system consists 

of two stages. In the first stage, KPCA is used to reduce the 

dataset and extract the features of the normalized data. The 

second stage deals with the detection classifier. The GA is 

used to optimize the accuracy of the SVM classifier by 

detecting the subset of the best values of kernel parameters for 

the SVM classifier. The results showed that the classification 

accuracy of the proposed system achieved a faster 

convergence speed and better detection accuracy compared 

with a single SVM classifier. 

Dastanpour et al. (2014) presented an approach for an IDS 

composed of the ANN algorithm and GSA optimization. The 

proposed system consists of two stages. In the first stage, the 

ANN algorithm is executed on the training data set and the 

recognition results of the ANN are sent to the next stage. In 

the second stage, the recognition results of the ANN are 

classified by the hybrid GSA-ANN algorithm. The KDD 99 

dataset was used to evaluate the proposed system, with the 
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results showing that the GSA-ANN hybrid approach achieved 

high accuracy compared with a single ANN algorithm. 

Manekar and Waghmare (2014) proposed an IDS based on the 

machine learning technique. The proposed system consists of 

two machine learning algorithms: SVM and PSO. In the first 

step in the proposed system, the PSO algorithm is used to 

optimize the value of the C and parameters and important 

features for the SVM. In the second step, the parameters and 

features are used to train the SVM. The results showed that 

the proposed system k improved the detection accuracy 

compared to a single SVM classifier. 

3. Gravitational Search Algorithm (GSA) 
Gravitational search algorithm is one of the latest heuristic 

optimization algorithms, which was first introduced by 

Rashedi et al. (2009) as a new stochastic population-based 

optimization tool based on the metaphor of gravitational 

interaction between masses. The GSA is constructed on the 

law of Newtonian Gravity; every particle in the universe 

attracts every other particle with a force that is directly 

proportional to the product of their masses and inversely 

proportional to the square of the distance between them. In the 

algorithm, all the individuals can be viewed as objects with 

masses. The objects attract each other by the gravity force, 

and the force makes all of them move towards the ones with 

heavier masses. The objects transform information by the 

gravitational force, and the objects with heavier masses 

become heavier [6]. 

To describe the GSA, consider a system with N masses 

(agents) in which the position of the ith mass is defined as 

follows: 

          
         

           
         (1) 

The mass of each agent is calculated after computing a current 

population’s fitness as follows 
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Where fiti (t) represent the fitness value of the agent i at time 

t. best (t) and worst (t) are the best and worst fitness of all 

agents, respectively and defined as follows: 
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To compute the acceleration of an agent, the total forces 

from a set of heavier masses that act on it should be 

considered based on the law of gravity (Equation 5), 

followed by the calculation of an agent acceleration using 

a law of motion (Equation. 6. After that, the next velocity 

of an agent is calculated as a fraction of its current 

velocity added to its acceleration (Equation 7). Then, its 

next position can be calculated using Equation8. 
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4. PROPOSED APPROACH 
In this paper, a hybrid classifier is designed based on a 

combination of the GSA and SVM algorithms. The main 

purpose of designing the GSVM classifier is to optimize the 

accuracy of the SVM classifier by detecting the subset of the 

best values of the kernel parameters for the SVM classifier. In 

the GSVM classifier, the GSA is introduced as an 

optimization technique to optimize the SVM parameters. The 

GSA starts with n-randomly selected agents and searches for 

the optimal agent iteratively. Each agent is an m-dimensional 

vector and represents a candidate solution. The SVM 

classifier is built for each candidate solution to evaluate its 

performance through evaluation of the fitness function. The 

fitness function value is based on the classification accuracy 

of the SVM classifier. The GSA guides the selection of 

potential subsets that lead to the best prediction accuracy. The 

detailed steps of the algorithm are explained in the Algorithm 

5. EXPERMENT DATA 
The KDD Cup1999 dataset was obtained from the 1998 

DARPA Intrusion Detection, Evaluation Program and 

prepared by MIT Lincoln Labs. It is the largest publicly 

available sophisticated benchmark for researchers to evaluate 

intrusion detection algorithms or machine learning algorithms. 

The KDD Cup 1999 dataset contains nine weeks of raw 

transmission control protocol (TCP) dump data from 

simulated US Air Force local area network which is injected 

with multiple attacks. Each TCP/IP connection has a total of 

41 qualitative and quantitative features where some are 

derived features. Features were labelled from 1 to 41 and they 

are termed as f1, f2, f3,… and f41. The type of attacks 

belongs to four main categories, namely, Denial of Service 

(DOS), Remote to Local (R2L), User to Root (U2R) and 

Probing. This study, as in most of the research in the 

literature, used the 10 % version of the data set consisting of 

494,020 traffic connections with a similar ratio of attacks as in 

the full dataset [7, 8]. 

6. EXPERMENTAL SETUP 
The training and testing data used in this study was comprised 

of 5,092 and 6,890 records respectively. The composition of 

these sample data maintains the actual distribution of KDD 

Cup 1999 data. In this paper, the experiments were performed 

separately for all four attack classes (probe, DOS, R2L and 

U2R) by randomly selecting data corresponding to that 

particular attack class and normal data only. Data scaling was 

done to ensure the training dataset was within the range of [0, 

1]. The number of iterations was 500 iterations and all the 

experiments were repeated 500 times (iterations) and the 

results were averaged. The parameter settings used in the 

experiment are shown in Table 1. 

In this paper, the GSVM was designed to improve the 

classification process. This section describes the experimental 

setup to evaluate the GSVM classifier. In order to evaluate 

and compare the effectiveness of the proposed classifier, this 

study used the KDD cup 1999 dataset.  The dataset contains 

4,940,000 traffic connections consisting of normal network 
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traffic and 24 types of attacks from four categories of attacks, 

namely, probe, DOS, U2R and R2L attacks. . In this study, the 

experiments were performed separately for all four attack 

classes (probe, DoS, R2L and U2R) by randomly selecting 

data corresponding to that particular attack class and normal 

data only. Data scaling was done to ensure the training dataset 

was within the range of [0, 1]. In this study, the number of 

iterations was 500 iterations and all the experiments were 

repeated 500 times (iterations) and the results were averaged.  

The training data set is feeding into the hybrid GSVM 

classifier, the GSA algorithm is used to seek the optimal 

parameters C, σ in the SVM. Through the training process, the 

parameter values, and training dataset are used for building 

the SVM classifier.  Then feed the test dataset into the GSVM 

classifier. Standard measurements, such as the detection rate 

(DR), false positive rate (FPR), and detection accuracy rate 

(ACC), for evaluating the performance of GSVM classifier 

are shown in Table 2. 

7. RESLUTS AND DISCUSSION 
The GSVM-classifier was evaluated in terms of the overall 

accuracy, detection rate and false positive rate. In order to 

evaluate the effectiveness of the detection classifier. The 

GSVM classifier was validated using the KDD Cup 1999 test 

dataset. The performance results of the GSVM-classifier 

benchmarked against the performance results of the SVM 

classifier using the KDD Cup 1999 test dataset. Table 3 

presents a summary of the results achieved by the GSVM 

classifier and SVM classifier for detection accuracy, detection 

rate, and false positive rate for all traffic classes.  The results 

showed that the GSVM classifier outperformed the SVM 

classifier in terms of detection rate and detection accuracy in  

all five traffic classes. The GSVM classifier achieved a high 

detection rate and detection accuracy with an average rate of 

96.85 % and 97.05 %, respectively. However, the SVM 

classifier achieved 90.10 % and 77.16 % for the detection rate 

and detection accuracy, respectively. According to the results, 

the GSVM classifier achieved a lower false positive rate 

compared to the SVM classifier in all five classes (with an 

average rate of 0.03 %). In the experiments, the detection 

accuracy improved by 6.95 % while the false positive rate 

reduced by 0.07 % when using the GSVM classifier. 

Figure 1 illustrates the detection accuracy of the GSVM 

classifier and SVM classifier with respect to the five traffic 

classes. The results showed that the GSVM classifier obtained 

high detection accuracy compared to the SVM classifier. The 

results also showed that the GSVM classifier achieved the 

highest detection accuracy on the DoS and normal classes 

against the SVM classifier. The GSVM classifier and SVM 

classifier obtained the lowest detection accuracy on the U2R 

class; however, the GSVM classifier obtained similar 

detection accuracy on the normal and DoS classes. The 

GSVM classifier had the highest detection accuracy for all 

classes.  In addition, the results showed an improvement in the 

U2R class and R2L class. This occurs because the difficulty of 

correctly detecting the imbalanced dataset is reduced by 

optimizing the accuracy of the SVM classifier. Thus, the 

detection effectiveness is improved when the GSVM classifier 

implements the GSA to optimize the kernel function 

parameters for the SVM classifier. 

 

Fig. 1. Detection accuracy performance of GSVM and SVM 

Classifiers 

 

Figure 2 and Figure 3 illustrate the comparison in terms of 

overall detection accuracy and false positive rate for the 

GSVM classifier and the SVM classifier. The results on the 

detection accuracy (Figure 2) showed that the GSVM 

classifier achieved a high accuracy with an average rate of 

97.05 %. However, the SVM classifier achieved 77.16 % for 

the detection accuracy. The detection accuracy for the GSVM 

classifier improved by 6.95% as compared to the SVM 

classifier. The results on the false positive rate (Figure 3) 

showed that the GSVM classifier achieved a lower false 

positive rate compared to the SVM classifier (with an average 

rate of 0.03 %).The false positive rate for the GSVM classifier 

reduced by 0.07 % compared to the SVM classifier. The 

results, as presented in the figures, showed that the GSVM 

classifier outperformed the SVM classifier in terms of 

detection accuracy and false positive rate because it included 

the GSA as an optimization technique to optimize the SVM 

parameters. The results indicated that the detection 

effectiveness was improved by optimizing the accuracy of the 

SVM classifier to enhance the classification process.  
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Fig 2: Detection accuracy comparison of GSVM and SVM 

 

Fig 3:. False positive rate comparison of GSVM and SVM 

 

8. CONCLUSION 
In this paper, propose a new hybrid GSVM classifier was 

designed to enhance the classification process of the detection 

classifier.  In the GSVM classifier, the GSA is used to optimize 

the accuracy of the SVM classifier by detecting the subset of the 

best values of kernel parameters for the SVM classifier. The 

GSA avoids being trapped in the local optima and, by following 

the best results obtained by every individual object, obtains 

accurate results. Moreover, it has the capability to optimize and 

improve the performance of a classification classifier. In the 

experiments, the detection accuracy improved by 6.95 % while 

the false positive rate reduced by 0.07 % when using the GSVM 

classifier. In addition, the results showed an improvement in the 

U2R class and R2L class. This occurs because the difficulty of 

correctly detecting the imbalanced dataset is reduced by 

optimizing the accuracy of the SVM classifier. Thus, the 

detection effectiveness is improved  

when the GSVM classifier implements the GSA to optimize the 

kernel function parameters for the SVM classifier. 
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Table 1. Key parameter values used in GSVM 

 

Table 2. Description of performance measures 

 

Performance Measures 

 

Description 

 

 

 

 

Percentage (%)  

Classification 

Accuracy  Correctly classified as normal and attacks into their respective classes. It quantifies 

the discriminating capability of the classifier/model when presented with input data. 

 

True Positive Rate 

(TPR) also known as 

Detection Rate (DR) 

Measure the frequency of the targeted data correctly classified by the classifier/model 

as normal. 

 

 

Error  

Percentage (%) 

False Positive Rate 

(FPR) 

also known as False 

Alarm Rate (FAR) 

Average number of normal traffic wrongly identified as malicious traffic (false alarm 

rate) 

 

 

Table 3: Performance results for GSVM and SVM 
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