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ABSTRACT 
Huge quantity of information is lying quiescent in historical 

manuscripts. This information would go wasted if it is not 

stored digitally. In keyword spotting, all occurrences of a 

query keyword image are retrieved from scanned document 

images. The problem of spotting words from handwritten 

documents is difficult due to its huge changeability in writing 

styles and its large vocabulary. Existing keyword spotting 

approach is mainly based on statistical depiction of word 

image. This paper presents an efficient structural depiction of 

word image, where the handwritten words are represented 

using graph based method for historical handwritten 

devanagari manuscripts. Experimentation is conducted on 

historical handwritten Shankaracharya’s documents written in 

Devanagari. The results were promising in terms of accuracy 

and efficiency. 

General Terms 
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Keywords 
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1. INTRODUCTION 
Many national libraries have started massive digitization of 

precious historical manuscripts. Some of the examples are 

George Washington’s papers at the Library of Congress and 

Isaac Newton’s papers at the University of Cambridge Library 

[1]. The main appliance of keyword spotting is mining of the 

useful information these historical manuscripts contain. 

Detecting similar words from handwritten documents are still 

a challenge due to the deviating writing styles [2]. An 

alternative method of an absolute transcription of documents 

is Keyword spotting.  Keyword spotting detects all instances 

of a given query word image from a document. Key 

applications of keyword spotting comprise handwritten notes, 

digital libraries and historical document retrieval, which 

involve large volumes of documents and necessitate efficient 

method of document information retrieval. 

For printed documents, OCR will work exactly but not for 

handwritten documents. The first application of keyword 

spotting to handwritten text was demonstrated for ancient 

books for medieval handwritten text in Latin and Semitic 

alphabets [1]. The query word image is explored in the 

documents are detected and ranked based on similarity score 

between the query word image and the candidate words 

images in the database [2]. Depending on how the input is 

specified, keyword spotting approaches can be either query-

by-string or query-by-example. Also the keyword spotting can 

be classified into two main approaches depending upon 

whether the scanned document image is segmented or 

not.Usually, high-level features and low-level features of 

handwriting are used in keyword spotting. High-level features 

such as ascenders, descenders and loops, which are typically 

more concerned with the object as a whole or larger 

component of it, do not work very well on unconstrained 

handwriting documents. On the other hand, low level features 

such as entropy, profiles, Zernike moments, point features are 

low-level are less informative but more reliable [8,9] when 

compared to High-level features. For Indic scripts especially 

for handwritten Devanagari words, numerous works has done 

using statistical representation. In this paper, a structural 

representation of handwritten word images is proposed. 

Historical handwritten Devanagari document resources of the 

Oriental Research Institute [ORI] @ Mysuru is used for 

testing and validation of different stages. The proposed 

method is also tested on keyword spotting of handwritten 

Gurumukhi scripts. The rest of the article is organized as 

follows. Section 2 presents a concise literature of keyword 

spotting. Section 3 gives a detailed explanation of proposed 

methodology, covering Graph representation, computing 

graph edit distance and ranking. Section 4 presents the 

experimental results, followed by conclusions and discussion 

in Section 5.   

2. RELATED WORK  
Keyword spotting can be classified into two most important 

approaches segmentation based and segmentation free 

approaches, depending upon whether the given document 

image is segmented into words or not. Segmentation based 

approach involves two stages like line segmentation and 

words segmentation. Some of the drawbacks of detection of 

words using segmentation techniques are partial occlusion and 

over or under segmentation. In Segmentation free approach, 

the document image does not need any segmentation and it 

uses sliding window concept for detecting of words. Many 

statistical features such as column features, pixel count 

features, gaussian filter features, local  gradient histogram, 

sliding window, discrete cosine transformation profile, ink 

transition, chain code (CC), zoning, Fourier coefficients, 

projection profiles, upper/lower word profiles are used [17-

21]. Nowadays, capturing and modeling the structural 

properties of objects using Graph based representation has 

become a trendy approach in pattern recognition domain. 

However, the employment of graph representation in the 

handwritten word spotting application is still very rare. There 

are only a few attempts made in handwritten recognition 

research with graph representation or relative concepts up to 

now. From the literature survey, it is observed that the 

methods proposed are used to detect the words of different 

languages. Among all these languages work on Devanagari 

word is not so common to that of English and Chinese words 

[28]. Many graph based approaches are found in the literature 

for matching the word images of different languages like 

English, Chinese, Latin. Structural representation is not 

applied for spotting the handwritten Devanagari words. 

However using graph theory, the words would be detected 

easily and would naturally make some space in the field of 

word spotting. This motivated us to make an attempt to 

develop a keyword spotting system for handwritten 
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devanagari documents based of structural representation. 

Devanagari is the basic script of many languages in India, 

such as Hindi, Sanskrit, Nepali and Marathi. Devanagari is 

half syllabic in nature. Devanagari script contains 13 vowels 

and 36 consonants. Devanagari word has three zones such as 

lower, middle and upper zone. The upper zone contains the 

modifiers, and lower zone contains lower modifiers. The 

upper zone and middle zone are always separated by the 

header line called Shirorekha. As Hindi is the Indian national 

language, Devanagari has got the position of national 

vernacular. 

3. THE PROPOSED METHOD  
In this framework, given query word image is matched with 

all the word images in the documents and similar words are 

spotted in the documents. A handwritten document is scanned 

and stored in database.  

 

Fig 1: Overview of Keyword spotting system. 

A set of operations are performed such as preprocessing, 

segmentation of word images [candidate words], graph 

representation of word images and graph extraction [using 

Minimum Spanning Tree]. The given query image and 

candidate word images are compared by pairwise matching 

using Graph Edit Distance [GED], corresponding similarity 

matching score is computed and a set of known keywords 

images in handwritten documents are retrieved based on the 

matching score. In the following subsections, detailed 

description of the proposed keyword spotting system is 

demonstrated.  

3.1 Preprocessing and Segmentaion 
Preprocessing operations are essential in order to improve the 

quality of input document images as the handwritten historical 

documents are characterized by low image quality and large 

amount of noise. In order to eliminate the noise in the image, 

Gaussian filtering is applied and then the image is converted 

into a binarized image. Based on some threshold value 

obtained through Otsu’s method [29], skew angle correction is 

performed using skeletonization process. To remove all types 

of variations during the writing, normalization is performed 

and standardized data is obtained. Segmentation is performed 

using projection profile method. In this stage the binary image 

is separated into lines and words [30]. 

3.2 Graph Representation 
In “Structural representation” for handwritten Devanagari 

words, each word is represented as a graph G. Let LV and LE 

be a finite label sets for nodes and edges, respectively. A 

Graph G is a four tuple (V, E, µ, ν), where, 

V is set of vertices or nodes 

E  V × V represents set of edges 

µ:  V         LV is the vertex labelling function, and   

ν:   E          LE is the edge labelling function.  

Graph extraction algorithm is based on a grid-wise 

segmentation of word images. Grids have been used to 

describe features of word images like Local Gradient 

Histogram (LGH) or Histogram of Oriented Gradients (HOG). 

Graphs are created on the basis of binarised, filtered, and 

skeletonised word images B. A word image B is divided into 

segments of equal size and for each segment  a node is 

inserted into the resulting graph and labelled by the (x, y)- 

coordinates of the centre of mass. If a segment does not 

contain any foreground pixel, no centre of mass can be 

determined and thus no node is created for this segment. 

Finally, undirected edges (u, v) are inserted into the graph 

according to edge insertion algorithms, viz. Node 

Neighbourhood Analysis (NNA), Minimal Spanning Tree 

(MST). 

Table 1. Minimal spanning tree representation of the 

segmented word images. 

Segmented word Image MST graph image 

 
 

3.3 Graph Edit Distance (GED) 
Graphs can be classified as directed and undirected graphs, 

where pairs of nodes are connected by directed or undirected 

edges respectively. Graph matching can be performed using 

either inexact or exact matching methods. The handwritten 

word matching is an Inexact graph matching method where 

two non-identical graphs are compared. Graph Edit 

Distance (GED) is an error-tolerant Inexact graph matching 

technique which is most powerful and flexible approach 

available [32]. The dissimilarity between the query word 

graph and all the candidate word graphs are computed using a 

Graph Edit Distance (GED). The main idea of the graph edit 

distance is that of finding the dissimilarity of two graphs by 

the minimum amount of distortion required to transform one 

graph into the other. The distortion model is composed of six 

types of edit operations: insertion, deletion and substitution 

for both nodes and edges. A sequence of edit operations (e1, . . 

. ,eK) that transforms g1 into g2 is called an edit path from g1 to 

g2. There are numerous edit paths available to transform g1 to 

g2. So,  cost for each edit operation is associated. GED is 

taken as the least cost edit path to transform g1 into g2.Where, 

g1=((V1, E1,µ1,v1) and g2(V2, E2,µ2,v2) are query and 

candidate graphs respectively. Graph edit distance between 

two graphs is computed using: 

                       (1) 

Where, γ(g1,g2) represents the set all of edit paths to transform 

g1 to g2, c( ) represents the cost of the edit operation .  
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3.4 Pairwise Matching  
Mutual matching is the heart of Keyword spotting system. It 

is based on matching between query graph gq with the set of 

all word graphs G={g1,g2,…gn}in database. Sub-optimal 

algorithm known as Bipartite Graph Matching (BGM) [33] is 

used. The matching score known as rank list is computed 

between query graph gq with the set of word graphs in 

database. Ranking between gi and gq is calculated using:   

(2) 

Where d(gi, gq) denotes graph edit distance between gi and gq  

max [d(gi, gq)] denotes maximum cost edit distance between 

gi and gq. Now the ranking list is normalized between 0 to 1, 

the ranking score is sorted and corresponding words are 

spotted in documents. 

4. EXPERIMENTAL ANALYSIS 
As per the literature review, this is the first attempt of using 

structural representation in keyword spotting systems for 

handwritten devanagari documents. At present there is no 

standard dataset available for handwritten devanagari 

document images. For the experiments two datasets of 

devanagari documents were used. A handwritten historical 

devanagari document collected from ORI @ Mysuru and a 

handwritten devanagari document collected from individuals 

of different professions. The first database contains scanned 

handwritten historical devanagari document images which 

contains 19 pages of Shankaracharya’s manuscripts.  

Dataset 1: Historical devanagari document 

Query Keyword:  Dharma       

Spotted results: 

 

Fig 2 : Qualitative results for the query “dharma” from 

dataset 1. 

Dataset 2: Handwritten devanagari document 

Query Keyword:  mahemahamita   

Spotted results: 

 

Fig 3 : Qualitative results for the query “mahemahamita”  

from dataset 2. 

The second database contains scanned handwritten devanagari 

document with 23 handwritten document images. Based on 

the pairwise word matching criteria, similarity between query 

word and all candidate word images are computed and ranked. 

For the query word image, the top ranked candidate word 

images are considered and are spotted in document image.   

To determine the performance of keyword spotting, Precision 

(PR), Recall (RC) and F-Measure (FM) are computed. These 

are defined as described in the subsequent section. For the 

evaluation of the proposed approach, 6 different query word 

images and its frequency of occurrences in the document 

image is noted. The ground truth of these words is shown in 

above Table. Let Wf be the total number of keyword instances  

and Wcs is the correctly spotted keyword instances [33]. 

Then, 
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Where precision is the percentage of the spotted words that 

exactly match the query word. Recall is the percentage of the 

words, same as query word that are successfully retrieved 

from the word database. The better performance of the 

keyword spotting system depends on elevated the value of F- 

measure. The keyword spotting performance of structural 

approach in terms of recall and precision as well as F- 

measure for devanagari documents is shown in Table 2.  

Table 2. Ground truth of the sample words and its 

corresponding keyword spotting performance in terms of 

recall and precision as well as F- measure. 

Sl 

No. 

Word Word 

occurre

nce in 

databas

e 

 

Precision Recall F-

measur

e 

1 dharma 24 88.42 86.19 86.94 

2 maya 19 85.33 88.17 87.94 

3 ratikar 16 87.71 87.5 88.17 

4 mahema

hamita 

27 
87.27 89.93 87.72 

The precision and recall are represented as chart in Fig.4 

 

Fig 4: Precision and recall using Graph based keyword 

spotting 

5. CONCLUSION 
In this work, a graph based approach for spotting of historical 

handwritten Devanagari words is described. The accuracy of 

This work directly depends on the handwriting of the subject. 

Although the vast majority of word matching algorithms rely 

on statistical data representations, more and more attempt is 

now made in various research fields on structural 

representations. Unlike the statistical representation which 

ignores the dependencies between observations, graphs 

conserves these dependencies and relations. There are few 

works reported for word spotting from documents for English, 

Chinese, Latin and Arabic [26, 31], however, the proposed 

work for spotting keywords from handwritten devanagari 

document images using graph representation is first of its 

kind.  In this paper, it has been shown that on a handwritten 

devanagari document dataset, the average keyword spotting 

accuracy is 87%. It can be concluded that the proposed 

approach effectively performs keyword spotting in 

handwritten divanagari documents. Finally, considering the 

enormous complexity of historical devanagari script, the 

contribution of the present approach may be considered 

significant with satisfactory performances. The proposed 

approach is well suited for keyword spotting of historical 

devanagari documents. It can be extended for the spotting 

words in various south Indian languages. The overall accuracy 

of the keyword spotting system depends on usage of suitable 

image processing technique for historical document images. 
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