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ABSTRACT
As energy consumption is becoming a problem in cloud data centers, cloud service providers have adopted different techniques to address this problem. One of the most attractive techniques is virtual machine (VM) consolidation. Apart from reducing energy consumption in computing platforms, this technique has other advantages such as reduced infrastructure costs and ease of virtual machine management. However, VM consolidation, which does not recognize workload characteristics, may, in the long run, increase energy consumption and lead to energy wastage. This paper investigates the relationship between different VM workload types and server energy consumption in a multi-tenant datacenter. Experiments are conducted using well-known CPU, I/O, memory, and network intensive workload benchmarks obtained from Phoronix Test Suite (PTS). Results obtained show that there is a noticeable difference in the amount of energy consumed when VMs run workloads, which dominate the various server physical resources. Secondly, consolidating homogeneous workloads is disastrous in terms of energy consumption and performance over heterogeneous workloads. The latter can further reduce energy consumption and achieve acceptable performance levels if an optimum workload mix is reached.
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1. INTRODUCTION
In recent years, the demand for cloud computing infrastructure has increased constantly. To respond to this, cloud service providers and private organizations are putting up many servers in their datacenters to provide more processing power for their computing needs [1]. Unfortunately, data centers consume a lot of energy, which is about 3% of global electrical energy consumption [2]. The effect of this is that cloud service providers experience high operating costs [3]. Moreover, the excessive amount of energy consumed has a negative impact on the environment, which is the emission of carbon dioxide—the ICT industry contributes about 2% of global carbon dioxide emission.

The defacto technique adopted to reduce energy consumption and other operational costs in data centers is workload consolidation through virtualization [1]. Virtualization makes it possible to run many different workloads in the same physical server using VMs thus it is possible to ensure that less physical servers are needed. By the year 2013, at least 75% of enterprise workloads were executed in virtualized environments.

Cloud computing concepts encompass three major layers namely, Infrastructure as a Service (IaaS), Platform as a Service (PaaS) and Software as a Service (SaaS) and each of these layers play a crucial role in satisfying customers’ (tenants) needs [4]. A number of multinational companies such as Google, Amazon, HP, IBM, Citrix, Rackspace, Microsoft, DigitalOcean, Linode and Vultr are already providing cloud computing services [4].

In IaaS, a customer is provided with a VM, which they use as they wish. Thus, the cloud provider has no control over the kind of applications the customers run. Because the cloud providers want to utilize the resources effectively, many VMs are co-located in the same physical machine. As the number of VMs sharing the physical resource increase, they compete for hypervisor capacity and the shared physical resources. As a result, interference is caused, which leads to violation of Service Level Agreements (SLAs) [5]. From the foregoing, it is clear that VM consolidation need to be informed by the nature of VM workloads. This paper investigates the effect of consolidation of homogeneous and heterogeneous workloads IaaS cloud. To simulate real cloud workloads, workload benchmarks available in PTS have been utilized, which have been described in Section 3 of this paper. The main contributions of this works are:

- An investigation on the difference in energy consumption by VMs running various workloads that dominate the various physical server resources.
- An investigation on the effect of consolidating heterogeneous and homogeneous cloud workloads on server power consumption and VM performance in multi-tenant cloud.
- To the best of our knowledge, this is the first academic work that has experimentally explored the use Phromatic for automating test orchestration.

The reminder of this paper is organized as follows: section 2 presents related research, which has been done in workloads types and energy consumption. Sections 3 provides a summary on PTS. Section 4 describes experimental setup including how data was collected. In section 5, results and discussion are presented. Finally, this paper is concluded in section 6.

2. RELATED WORK
To achieve better VM consolidation, [6] uses business critical workloads to study the demand and dynamism of workloads on the various computing resources. Using correlation, they also study the dependency among the various computing resources. Their results show that there is a strong correlation between high CPU and memory usage among VMs. This means that CPU-intensive workloads are likely to be memory-
intensive. This is a similar observation made by [7]. However, they discovered that it is less likely for VMs to exhibit high CPU and memory simultaneously. Correlation between CPU and other resources usage (network and disk) were discovered to be very low.

In [7], the authors discovered that the amount of energy consumption in physical server depends on the number of VMs running in it. These authors have also used the transactional web benchmark TPC-W to show that the amount of energy consumption and performance depends on workload profiles such as browsing and ordering.

In [8], the authors recognize that efficient consolidation is a solution to reducing energy consumption in virtualized environments. However, blind consolidation may lead to energy wastage. In their experiments to discover, which workload profiles are good candidates for consolidation, they concluded that performance degradation caused by CPU intensive workload are ignorable. On the other hand, disk intensive workloads are not consolidation friendly. This is attributed to performance overheads caused by a layer of virtualization software. Besides in [13], computing trends depicts a growing gap between CPU and I/O performance and bandwidth. For this reason, it observed that during data intensive operations, bottleneck caused by storage and memory leads to low CPU utilization.

In [9] the authors carry out experiments to study the difference in energy consumption in the various cloud workloads on different hardware and architectures. They have used various parameters such, processor manufacturer, processor mode, processor core and threads, memory size, hard disk characteristics, to vary the hardware and architecture. They have shown that some architectures are energy efficient on CPU-intensive workloads while others are efficient on disk-intensive workloads. This effectively forms a basis for workload characterization before consolidation.

In [10] the author carried an experiment to determine the types of workloads that are beneficial in terms of energy consumption when run in VMs co-located in the same physical server. Multiple VMs running homogenous workloads (CPU-intensive), homogenous workloads (memory-intensive) and heterogeneous workloads (mixtures of CPU-intensive and memory-intensive) were run in the same physical server. The results show that co-scheduling VMs with similar profiles in terms of resource demands is not beneficial from an energy consumption point of view.

[11] is the first work that has examined difference in energy consumption by server host running various workloads that dominate the various physical server resources using PTS. Although their primary goal was to use software-bases power measurement technique as the basis for efficient consolidation of cloud workloads, they have shown that an optimal workload mix needs to be determined, which is favorable to energy consumption and performance.

Finally, the work in [1] recognizes that VM consolidation can achieve great energy savings in virtualized environments. However, when more instances of a VM resides in a single machine in multi-tenant clouds, there is competition for the shared resources leading to interference. Their solution is as a VM scheduling model used to perform a diagnosis of interference and has been implemented on top of Xen.

3. BENCHMARKING WITH PHORONIX TEST SUITE (PTS)

PTS [11, 13, 14, 15] is the most compressive open source benchmarking tool. PTS has a collection test profiles with different but known behaviors. PTS has successfully been used to test computer performance, hardware validation and as a source of cloud workload. The test suites in PTS are developed to run in a number of operating systems such as Microsoft windows, MacOSX, Linux, Solaris and BSD. Today, PTS has over 450 benchmark micro-programs which target hardware performance and stability such as disk, processor, I/O, GPU, memory, network and overall computing system [14]. When a benchmark is ran, PTS uses sensors to read different variables such CPU power consumption, system power consumption, CPU frequency, memory usage, CPU temperature and I/O speed [15]. The latest version (8.2.0) of PTS includes a server known as Phromatic, which automates the process of test orchestration to any number of clients systems and can be used to schedule tests that require to run at particular times [15].

When PTS test suites are used as a source cloud workloads, they are tagged depending on the computing resource that is targeted. For instance, to test an aspect of a CPU such performance, a test suite known as 7zip is used [11, 16]. The following is a description of 4 selected test suite, which has been used in this paper as a source workload and are summarized in Table 1.

3.1 7zip
7zip is file compression application using 7-zip compression with an observed overheads on CPU and a bit of memory. Hence it is labeled as a CPU benchmark or CPU intensive workload. 7zip is designed to compress a large files during which the CPU demand remains constantly high. The current version of 7zip is 1.7.0.

3.2 gzip
This is a memory PTS benchmark, which measures the time it takes to compress two copies of version 4.13 of Linux kernel source tree using gzip compression. This application is observed to have a high overhead of memory and CPU, thus it is labelled as a memory-intensive workload. The size of the Linux kernel source tree is about 2GB. 7zip and gzip performs almost a similar task but with an observed difference in the resources demand, which dominates the operation.

3.3 aio-stress
This is an asynchronous I/O benchmark created by SuSE. The current profile (version 1.1.1) uses a single thread and constantly reads and writes a 2048 MB test file and a 64KB block size from and to the hard disk. For this reason, the system subcomponent that is being tested is the hard disk.

3.4 Loopback TCP network
This benchmark puts an activity on the loopback network adapter to measure its performance. It simulates network traffic and this is it labelled as a network-intensive workload.

<table>
<thead>
<tr>
<th>Table 1: Summary of Selected PTS Tests</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Select PTS test</strong></td>
</tr>
<tr>
<td>CPU</td>
</tr>
<tr>
<td>Memory</td>
</tr>
<tr>
<td>Network</td>
</tr>
<tr>
<td>Hard disk</td>
</tr>
</tbody>
</table>

4. EXPERIMENT SETUP
This paper has used four selected PTS test suites shown in Table 1 as the source of workloads. The first experiment is setup in a Lenovo Personal Computer (PC) to investigate the behavior of each individual workload in terms of resource usage and consumption. The system information for the PC is shown in Table 2. Each of the test suite is executed in turn with sensors activated via PTS to collect data such as CPU usage (in percentage) over time, system power consumption (Milliwatts (MW)) over time and memory (megabytes (MB)) usage over time. The graph plots presented in the results are automatically generated by PTS.

Table 2: PC System Information

<table>
<thead>
<tr>
<th>Components</th>
<th>Component details</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>Intel core i7-4600U @ 3.30GHz</td>
</tr>
<tr>
<td></td>
<td>Core count: 2, Thread count: 4, Cache size: 4096 KB</td>
</tr>
<tr>
<td>Memory size</td>
<td>8192MB</td>
</tr>
<tr>
<td>Operating system</td>
<td>Ubuntu 18.04 server</td>
</tr>
<tr>
<td></td>
<td>Kernel: 4.15.0-34 (x86_64)</td>
</tr>
<tr>
<td>Disk</td>
<td>SSD 128GB SanDisk SD&amp;SB3Q1</td>
</tr>
</tbody>
</table>

The second experiment is setup to investigate the effect of workload mixing on power consumption and performance. In this experiment, all tests are used. However, 7zip and aio-stress benchmarks are used when investigating the effects of workload mix on power consumption and performance. Power is measured in Watts (W). Performance of CPU, disk or I/O, loopback network and memory is measured Million Instructions per Second (MIPS), Megabytes per Second (MB/s), seconds (s) and seconds (s) respectively. A physical server (host) running Ubuntu server OS is set to run 8 VMs. Each VM runs Ubuntu server OS. A VM (s) either executes homogenous (similar) workloads or heterogeneous (mixed) workloads in turn during. During this period, power consumption is recorded every second over a period of time using Linux powerstat on Running Average Power Limit (RAPL) interface [17]. Workload orchestration on the VMs (clients) is made possible using PTS Phoromatic server. The characteristics of host and guests is summarized in Table 3. Tests run for the two experiments were executed multiple times and checked for consistency. It is also worth noting for every test executed, PTS repeats it 3 times before presenting the results.

Table 3: A summary of characteristics of Physical Server (host) and Virtual machine (guest)

<table>
<thead>
<tr>
<th>Item</th>
<th>Item details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical server</td>
<td>Processor: Intel Core i7-4790 @ 4.00GHz, 8 cores 8192 KB cache size.</td>
</tr>
<tr>
<td></td>
<td>Operating system: Ubuntu 18.04, 4.15.0-36-generic (x86_64) kernel version</td>
</tr>
<tr>
<td></td>
<td>Memory size: 12288MB, Disk size: 1000GB Western Digital WD10EZEX-60M.</td>
</tr>
<tr>
<td>Virtual machine</td>
<td>Processor: 1 vCPU @ 3.59GHz, Operating system: Ubuntu 18.04, 4.15.0-36-generic (x86_64) kernel version</td>
</tr>
<tr>
<td></td>
<td>Memory size: 1280MB, Disk size: 43GB, Hypervisor/system layer: KVM</td>
</tr>
<tr>
<td>Number of VMs</td>
<td>8</td>
</tr>
</tbody>
</table>

5. RESULTS

5.1 Individual Workload Examination

a) 7zip - The graphs shown in Fig. 1-3 show CPU usage, memory usage and power consumption over time when 7zip benchmark is run. 7zip is a computation intensive workload. Although the average CPU usage is at 87.3%, it is observed that CPU usage is almost consistently at 100% (Fig. 1). Memory usage ranges from 1272 MB to 2127 MB with an average of 1482MB and it seems to be varying a lot than percentage CPU usage. The amount of memory used by 7zip is used to show this workload is also memory intensive (Fig. 2). The power consumption over time (Fig. 3) ranges from 5875 MW to 201457 MW and has an average of 18815 MW. Power consumption can also be observed to be consistent over time with two slight deeps similar to those observed with CPU usage. At this point, it can loosely be concluded that CPU is the main consumer of power in computing infrastructure.

Fig 1: 7zip CPU usage in percentage over time

Fig 2: 7zip memory usage in megabytes over time

Fig 3: 7zip power consumption in milliwatt over time

b) gzip - As observed in Fig. 3-6, gzip uses a consistent amount of memory (average 1752MB) with varying CPU (average 28%). Power consumption over times (Fig. 6) is observed to be varying slightly with an average of 18545 MW, which is lower than that of 7zip. However, a reduction
Fig 4: gzip CPU usage in percentage over time

in CPU usage does not achieve much savings in power consumption as one would expect.

Fig 5: gzip memory usage in megabytes over time

Fig 6: gzip power consumption in milliwatt over time

Since there is no fluctuation in memory usage, the cause of power consumption fluctuation over time is the CPU.

c) aio-stress – Fig. 7 shows aio-stress CPU usage, which highly fluctuates but is relatively low. Memory usage as shown in Fig. 8 is fairly consistent but still low as compared to that of 7zip and gzip. Fig. 9 shows an increasing power consumption over time but is much less as compared to 7zip and gzip. The power consumption ranges from 6026 MW to 11321 MW and an average of 9071 MW. This behavior shows that the hard disk is also an important component for determining the overall power consumption. However, it needs further investigation.

Fig 7: aio-stress CPU usage in percentage over time

Fig 8: aio-stress memory usage in megabytes over time

Fig 9: aio-stress power consumption in milliwatt over time

d) Loopback network - In this test, the CPU usage (Fig. 10) fluctuates with a repeating pattern – the peaks levels before they deep again. This is close to the behavior of power consumption (Fig. 12), whose peaks are however sharp. The high power consumption as compared to aio-stress can be attributed to consistently high memory usage whose average is 1744 MB.

Fig 10: Loopback CPU usage in percentage over time

Fig 11: Loopback CPU usage in megabytes over time

Fig 12: Loopback power consumption in milliwatt over time

From the tests above, it can be concluded that, the CPU is the main consumer of power but not the only one – the other components (memory, hard disk and network connection) also consume power.

Second, similar tasks can consume different amounts of power depending on the resource demand that dominates the operation. gzip, unlike 7zip, achieved power savings by using constant amount of memory and varying CPU.

5.2 Workload Mix

Table 4 summarizes the performance and power consumption when running homogenous and heterogeneous VM workloads. It is observed that the performance of executing a particular workload is highest when single VMs are run in the physical server than when multiple VMs, running that
particular workload (homogeneous), are executed. For example CPU performance while processing 7zip workload achieves 3737 MIPS when only one VM is excited while it achieves 3099 MIPS and 2985 MIPS when heterogeneous and homogenous workloads are independently executed in 4 VMs respectively.

As more VMs are consolidated in a single server, more VM instances compete for the physical resources as well as the hypervisor capacity. The interference caused results to tasks running longer due to low throughput and thus consume more energy – energy is a product of power and time and given in Eq 1. [17]. This interference is more pronounced with homogenous workloads because only one resource is used while the rest remain idle. This can be seen in Fig. 13 (b). A part from high power usage for homogeneous workloads due to tasks running longer, idle power for unutilized components goes to waste.

\[ E = PT, \] (1)

where \( P \) is average power consumption (in watts) and \( T \) is a time (in seconds) interval.

| Table 4: Summary of Performance and Power Consumption for Homogenous and Heterogeneous Workloads. |
|-----------------------------------------------|-----------------------------------------------|
| Average Performance | Average Power consumption (W) |
| CPU for 7zip (MIPS) | Memory for gzip (s) | Hard disk/ IO for aio-stress (MB/s) | Network for network loopback (s) | CPU for 7zip | Memory for gzip | Hard disk/ IO for aio-stress | Network for network loopback |
| Executing each of the 4 workloads in 1 VM running in physical server separately | 3737 | 68 | 57.57 | 15.62 | 23.39 | 23.99 | 11.71 | 15.36 |
| Executing heterogeneous workloads in 4 VMs | 3099 | 160 | 28.99 | 16.36 | | | 31.74 | |
| Executing homogenous workloads in 4 VMs | 2985 | 501 | 10.35 | 16.98 | 46.48 | 19.00 | 10.36 | 15.39 |
| Idle server (99.8% idle) | | | | | 4.55 | | | |

Fig 13: Effect of increasing the number of VMs on performance, power consumption and power performance.
In Fig. 14 (a), results show that there is hardly an increase in power consumption when increasing the number of aio-stress VMs. Increase in number of VM running 7zip shows an increase in power consumption but as earlier observed, in Fig. 13 (a), CPU performance per watt increases, which is an advantage. In Fig. 14 (b), it is observed that an increase in the number of VMs causes noticeable performance degradation in I/O (worsening towards the 3rd VM) as compared to CPU performance. Thus, it can be concluded that consolidation limiting factor for CPU intensive workloads and disk intensive workloads is power consumption and performance respectively. Further, from conclusions in [18], a value called Total Interference Index (TII) is calculated, which measures the degree of interference at different levels of resource contention on homogenous workload. TII is given as shown in Eq. 2.

\[
TII = \sum_{i=1}^{k} \frac{P' - P}{P_i}
\]

where k is the number of VMs co-located in the same physical server, P' is the performance of 1 VM when it runs alone in the physical server and P is the performance of the VM when it runs with other VMs in the physical server. Fig.15 shows that an increase in the number of VMs increases performance interference. It is also observed from the plot that as the number of VMs increases, the rate of growth of performance interference also increases.

In a multi-tenant virtualized environment, many different applications are host in the same server. Therefore, a mixture of workloads in not uncommon. An optimal workload mix needs to be determined that reduces energy consumption and retains high levels of performance. For this particular server, 6 VMs running 7zip and 2 VMs aio-stress achieves efficient use of resources, better performance and better performance per watt. However, this mix ratio can differ from server to server.

6. CONCLUSION
In this paper, it has been shown that, although the CPU is the main consumer of power in a server, other components such as memory, disk and network interface also consume power and needs to be considered before workload consolidation. To this end, it has been shown that if consolidation is not carefully carried out, it can lead to high power consumption in servers and even power wastage especially when homogenous workload is co-located. It has also been shown that optimal workload mix can achieve efficient power utilization and still preserve acceptable performance. In this paper, well known PTS has been as a source of workload. As future work, use of real cloud workloads can be used to propose techniques for workload characterization and scheduling instead of workload benchmarks.
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