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ABSTRACT 

Till date, different papers are available on survey of clustering 

algorithms. The novel approach used in this paper is use of 

Mind Maps to present key details about clustering algorithms 

in visual form. This paper spans from Mind Maps for basic 

clustering process, similarity and distance indices, evaluation 

indices, conventional clustering algorithms, recent clustering 

algorithms, recent parallel and distributed clustering 

algorithms and key learning’s about development of parallel 

and distributed clustering algorithms.   
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1. INTRODUCTION 
Clustering is grouping of data into clusters. It’s mostly of 

unsupervised type and has applications in the diverse fields 

but mainly into data mining and machine learning. With 

advent of different types of data sets, their volumes and as per 

the specificity of application, form, processing power and 

involved complexities of clustering algorithms gets changed 

from time to time. Different authors tried to put survey of 

clustering algorithms in different ways viz. for specific set of 

clustering algorithms, through implementation of  specific 

algorithms, inputting particular or different datasets, for a 

particular paradigm like parallel processing algorithms  and to 

name a few.  The motto behind use of mind maps in this 

survey is to overcome burden of reading lengthier papers and 

difficulty in getting crisp details. Mind maps are created using 

coggle.it [79] interface. Used mind maps capture details about 

clustering algorithms as per category by considering four 

main dimensions viz. a) basic idea, b) types of algorithms 

under particular category, c) advantages and d) disadvantages. 

The broader objective of this paper is to make aware the 

reader about evolution of clustering algorithms, artefacts 

required for development of parallel and distributed data 

clustering algorithms aimed for large datasets. This paper 

surveys twenty six algorithms under nine categories of 

conventional algorithms, twenty seven algorithms under ten 

categories of recent algorithms and twenty algorithms of six 

type’s algorithms implemented parallel or distributed for 

clustering of large data. So, in all survey of seventy seven 

clustering algorithms is carried out.  

2. CLUSTERING ALGORITHMS 
There are different definitions for clustering algorithm. The 

definition for clustering algorithm is complete in all sense 

when following factors are taken into account [1]: 

1] Same cluster contains similar type of instances and 

different clusters have instances of different types; 

2] Similarity and distance measurements must be apparent and 

realistic; 

3] Evaluation indices must be appropriate. 

The mind map in figure 1 shows clustering process. It 

comprises of six steps [2]. After inputting raw data set, the 

pre-clustering phase plays an important role in removal of 

anomalies from input. The clustering algorithm is selected as 

per the characteristics of undertaken problem. The formed 

clusters need to be validated to evaluate clustering results. The 

post clustering phase confirms suitability of the algorithm for 

considered problem. Lastly cluster needs to be stored either in 

shared or distributed database.  

 

Fig. 1 Mind Map for Clustering Process 

The outline of remaining part of the paper is section 3 

elaborates common similarity and distance indices for 

evaluating data attributes, evaluation indices in section 4, 

comprehensive analysis of conventional and recent clustering 

algorithms in section 5 and 6 respectively, parallel and 

distributed data clustering algorithms for large data and key 

learning for design of a parallel and distributed algorithm in 

sections 7 and 8 respectively and the outlook in section 8. 

3. SIMILARITY AND DISSIMILARITY 

INDICES 
Similarity indices measures alikeness of qualitative attributes 

among two data objects. If data objects are nearly alike then 

their similarity value is 1 else it is 0. It is in another way 

called as pattern matching and it reflects relationship strength 

between two data objects. Pattern matching may not suffer 

from curse of dimensionality like distance measure and 

objects are not scaled out. Following table 1 [3] represents 

formulae for commonly used similarity indices. The key 
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aspects of considered similarity measures are presented in 

mind map 2. 

Table 1: Similarity Indices 

Similarity 

Indices 

Jaccard 

Similarity 

Hamming 

Similarity 

For Mixed 

Data Type 

Formulae 
 

 
 

The selection of distance measure can influence clustering 

result and shape of clusters. It is useful for evaluation of 

numeric data attributes. Even though the method is same, 

distance measurement to present individuals dissimilarity may 

yield different result, for e.g. Euclidean vs. Squared Euclidean 

in hierarchical clustering. Table 2 [3] shows common 

dissimilarity indices and their aspects are captured in mind 

map 2 [3]. 

Table 2: Dissimilarity Indices 

Dissimil

arity 

Indices 

Minko

wski 

Distan

ce 

Standar

dized 

Euclide

an 

Distanc

e 

Cosin

e 

Dista

nce 

Pearso

n 

Correla

tion 

Distan

ce 

Mahala

nobis 

Distanc

e 

Formul

ae 

    
 

 

So, similarity indices consider union and intersection of data 

points within the cluster or identical similarity. On the other 

hand distance measures distance can be computed by using 

different available techniques n = 1 when it is City-block 

distance, Euclidean when n = 2 and Chebyshev when n = 3 in 

case of Minkowski distance. 

 

Fig. 2 Mind Map for Similarity and Dissimilarity Indices 

4. EVALUATION INDICES 
It is important to validate used clustering algorithm using 

evaluation indices based on internal or external data. It is 

difficult to gauge which clustering algorithm is better one 

when internal and external evaluation indices are different for 

them. The external evaluation is called as gold standard test 

method. Table 3 [4] and 4 [5] lists commonly used internal 

and external evaluation indices. Mind map 3 [4] [5] represents 

their key details. 

 

Table 3: Internal Evaluation Indices 

Internal 

Evaluation 

Indices 

Davies-

Bouldin 

index 

Dunn index Silhouette 

index 

Formulae 

   

 

Table 4: External Evaluation Indices 

Externa

l 

Evaluati

on 

Indices 

Rand 

index 

F index Jacca

rd 

index 

Fowlke

s-

Mallow

s index 

Confusi

on 

matrix 

Formul

ae 
 

 
 

 

Matrix 

of FP, 

FN, TP 

and TN 

 

Here,  is the average distance between any data in cluster. 

 is the distance and . TP, TN, FP and FN are 

true positive, true negative, false positive and false negative 

respectively. a(i) is the average distance of i with all other 

data in the same cluster. 

 

Fig. 3 Mind Map for Clustering Evaluation Indices 

5. CONVENTIONAL CLUSTERING 

ALGORITHMS 
Conventional clustering methods mostly deal with uncertain 

data. They usually create tight clusters. In most of the cases 

cluster numbers are required to defined before hand and 

usually suitable for convex dataset. They are fragile to outliers 

and noise. In this section first nine categories of conventional 

clustering algorithms are detailed out.  

5.1 Partition Based 
Popular algorithms are K-Means [6] and K-Medoids [7] 

which considers cluster center as center of data points. These 

methods shift data points between clusters per iteration. This 

shifting decreases criterion function for clustering until 

convergence. Changes to clustering criterion, makes 

clustering method insensitive to erroneous and missing data. 

Representative algorithms for partition method are Partition 

Around Medoids (PAM) [8], Clustering for Large 

Applications (CLARA) [9] and Clustering Large Applications 

based on RANdomized Search (CLARANS) [10]. K-

Medoids, PAM and CLARA are moderately sensitive to 

sequence of inputting data. 
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5.2 Hierarchy Based 
Hierarchical clustering or merging generates larger structures 

through continuous merging of smaller ones. Tree or 

dendogram is produced in top-down or bottom-up manner to 

show cluster hierarchies [11]. Three different strategies are 

supported by bottom-up hierarchical clustering viz., single-

link, complete-link and average-link based on pair-wise 

distance between two clusters. Clustering algorithms of this 

type are Balanced Iterative Reducing and Clustering using 

Hierarchies (BIRCH) [12], Clustering Using Representatives 

(CURE) [13], and Robust Clustering Algorithm for 

Categorical Attributes (ROCK) [14] and Chameleon [15]. 

BIRCH through formation of cluster feature tree, CURE 

through random sampling to cluster sample, ROCK through 

similarity from data around the cluster and Chameleon 

through bottom up approach realizes clustering. They are 

moderately sensitive to sequence of inputting data. 

5.3 Fuzzy Theory Based 
Membership grades assignment to show degree to which data 

points belong to each cluster. Algorithms that belong to this 

family are Fuzzy C-Means (FCM) [16], Fuzzy C-Shells (FCS) 

[17] and Mountain Method (MM) [18]. FCM uses optimized 

object function for data point’s membership. FCS uses hyper 

sphere based distance function to do clustering. MM devices 

cluster centres based on mountain function. All are 

moderately sensitive to sequence of inputting data.  

5.4 Distribution Based 
Clustering is based on distribution model. Though these 

clustering techniques are theoretically excellent but practically 

they suffer from over-fitting. They capture correlation and 

dependence between attributes. Algorithms of this category 

are Distribution Based Clustering of Large Spatial Databases 

(DBCLASD) [19] and Gaussian Mixture Model (GMM) [20]. 

DBCLASD considers nearest point belongs to cluster if they 

satisfy expected distance distribution generated from data of 

that cluster. GMM takes into account independent Gaussian 

distribution for cluster belongingness. DBCLASD is little and 

GMM is highly sensitive to sequence of inputting data.  

5.5 Density Based 
Reach and establish connection among dense data points is 

the working principle of density based clustering. Density-

based spatial clustering of applications with noise (DBSCAN) 

[21], Ordering points to identify the clustering structure 

(OPTICS) [22] and Mean-Shift [23] are typical algorithms of 

this type. DBSCAN works on basic principle. OPTICS is 

insensitive to minimum points and radius of neighborhood. 

Mean-Shift iteratively calculates mean offset of current data 

points till convergence criteria is met.  

5.6 Graph Based 
Pair of elements is connected via nodes. The nodes can be 

further categorized as highly connected, important and 

unimportant nodes. CLuster Identification via Connectivity 

Kernels (CLICK) [24] and Minimum Spanning Tree (MST) 

[25] clustering are typical candidates of this type. CLICK 

considers iterative minimum weight division of graph for 

clustering. MST clustering as the name suggests generates 

graph of data in the form of MST for cluster analysis. Both 

are highly sensitive to sequence of inputting data. 

 

5.7 Grid Based 

Use of grid based data. Dependency on number of grids and 

not on data in data set. Ease in identification of neighbouring 

clusters. This clustering formulates multi-level granularity 

structure. STatistical INformation Grid (STING) [26] and 

CLustering In QUEst (CLIQUE) [27] are examples of grid 

based clustering. STING constructs hierarchical rectangular 

units to parallel cluster data at different levels. CLIQUE has 

grid density combo features and advantages. Both are little 

sensitive to sequence of inputting data.  

5.8 Fractal Based 
Fractal represents shape divided into different parts sharing 

common characters with the whole. Fractal Clustering (FC) 

[28] is the example. Change in data does not change fractal 

quality. FC has high sensitivity to sequence of inputting data.  

5.9 Model Based 
Optimal fit of data into model. Probability distribution based 

clusters. So, clustering method performs well when data 

conforms to model. COBWEB [29] generates tree for 

classification features by considering basic idea of model 

based clustering. Self Organizing Map (SOM) [30] establishes 

mapping between input and output by dimensionality 

reduction. Adaptive Response Theory (ART) [31] 

dynamically generates neurons to match pattern to cluster. 

COBWEB and ART are incremental clustering algorithms.  

Mind maps 4A [7-31] and 4B [7-31] highlights key details 

about clustering algorithms discussed in this section under 

nine categories of conventional algorithms. 

 

Fig. 4 Mind Map for Conventional Clustering Algorithms 

(Part A) 

 

Fig. 4 Mind Map for Conventional Clustering Algorithms 

(Part B) 
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6. RECENT CLUSTERING 

ALGORITHMS  
In this section survey of forty five clustering algorithms is 

presented. This section considers ten categories of recent 

clustering algorithms. These categories are in turn sub 

sections of this section.  

6.1 Kernel Based  
The core idea is nonlinear kernel function transform data into 

high dimensional feature space to carry out clustering. Kernel 

K-means [32], kernel SOM [33] and kernel FCM [34] works 

on this principle. Support Vector Clustering (SVC) [35] 

formulates minimum radius sphere based isoline including 

cluster data. Maximum Margin Clustering (MMC) [36] finds 

maximum hyper plane to cluster multi-label problem. 

Multiple Kernel Clustering (MKC) [37] finds best hyper plane 

based on multiple kernels to cluster. All these kernel based 

clustering algorithms are little sensitive to sequence of 

inputting data. 

6.2 Ensemble Based 
Nine categories of consensus functions viz. co-association, 

graph partition, relabeling, information theory, genetic 

algorithm, local adoption, kernel method and fuzzy theory for 

initial clustering. Final clustering result is summation of initial 

clustering results [38 - 40].  

6.3 Swarm Intelligence Based 
Random distribution of data on two dimensional grids, further 

selection of data is based on the simulated behavior of 

biological entities like ants [41], particle [42], frogs [43], bees 

[44] and the process is iterated till satisfactory results are 

achieved. Different aspects of biological entities are taken into 

account like speed, location, local search, global information 

interaction, duties performed by them etc. They are 

moderately sensitive to sequence of inputting data.  

6.4 Quantum Theory Based 
Distribution of data is based on potential energy. The object 

with minimum potential energy determined cluster center. 

Using defined distance function objects are put into clusters. 

Quantum clustering (QC) [45] and Dynamic quantum 

clustering (DQC) [46] are typical examples of this clustering. 

QC uses Schrodinger equation and DQC uses time-based 

Schrodinger equation with iterative gradient descent algorithm 

for getting potential energy of the object. Both are little 

sensitive to sequence of inputting data. 

6.5 Spectral Graph Theory Based  
The key idea here is object acts as a node and object similarity 

as weighted edge converting clustering problem into graph 

partition. SM [47] and NJW [48] make use of Eigen vector for 

clustering. SM uses minimized heuristic normalized cut for 

image segmentation and NJW considers K largest values of 

Laplacian matrix. Both are little sensitive to sequence of 

inputting data. 

6.6 Affinity Propagation Based 
Affinity propagation takes input as pair wise similarities 

among data points and clusters formed by maximizing total 

similarity between data points and their best representing data 

points as exemplar. The affinity sum of data point for other 

data points is higher; their probability to become cluster 

centre is higher. This message passing iterations considers 

two steps viz. a) responsibilities – original similarities and b) 

availabilities – calculated in previous iterations. The stopping 

criterion is when changes in values are below threshold or 

maximum iterations are done. Affinity Propagation (AP) [49] 

clustering is typical clustering of this kind. It is moderately 

sensitive to sequence of inputting data.  

6.7 Distance and Density Based 
Density of local and other points is calculated. Decision graph 

shows densities of local points and higher densities of other 

points. Cluster centers are determined from decision graph. 

Remaining points are kept in nearby clusters having high 

density local points at last. Crucial aspect is performance is 

subjective to decision graph. Density Distance (DD) [50] 

clustering is this type of clustering. DD is little sensitive to 

sequence of inputting data. 

6.8 Spatial Data Based 
Data has two dimensions time and space. Parallel processing 

for clustering of new data by applying transform on original 

data like Wavelet transform in Wavelet clustering [51]. 

CLARANS [10] improvement to CLARA [9] uses PAM [8] 

for clustering. DBSCAN [21] and STING [26] are other 

examples of spatial data clustering and they are discussed in 

earlier section of the paper. 

6.9 Data Stream Based 
STREAM [52] finds hierarchical clustering using divide and 

conquer successively on arriving data sequence. CluStream 

[53] deals with dynamic data to form micro-clusters online 

and offline as a timely response. HPStream [54] considers 

data attenuation over time and can handle high dimensions. 

DenStream [55] considers density of non convex data, 

effectual towards outliers.  

6.10 Large Scale Data Based  
Data which is large in dimension, rich in diversity, high drift 

and distinguishable shares characteristics in large data 

clustering. K-means [6], BIRCH [12], CLARA [9], CURE 

[13], DBSCAN [21], DENCLUE [56], Wavecluster [51] and 

FC [28] are clustering algorithms preferred for processing of 

large scale data. 

Mind maps 5A, 5B and 5C represents gist about recent 

clustering algorithms covered under above discussed ten 

categories. 

 

Fig. 5A Mind Map for Recent Clustering Algorithms (Part 

A) 
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Fig. 5B Mind Map for Recent Clustering Algorithms (Part 

B) 

 

Fig. 5C Mind Map for Recent Clustering Algorithms (Part 

C) 

7. PARALLEL AND DISTRIBUTED 

DATA CLUSTERING ALGORITHMS 
As discussed in section 6.10, here survey of parallel and 

distributed clustering algorithms for large scale data is 

presented. Algorithms considered for survey here are K-

Means, BIRCH, DBSCAN, CLARA, CURE and Wavecluster. 

Mind Maps in figure 6A and 6B present survey of twenty two 

papers which are implemented either parallel or distributed. 

These two mind maps present key aspects from 

implementation, performance and other critical issues for 

considered parallel or distributed clustering algorithms. 

Citations to referred papers are provided in mind maps itself. 

 

Fig. 6A Parallel and Distributed Clustering 

Algorithms(Part A) 

 

Fig. 6B Parallel and Distributed Clustering 

Algorithms(Part B) 

8. LEARNING’S FROM MIND MAPS 

FOR PARALLEL AND DISTRIBUTED 

CLUSTERING ALGORITHMS 

 

Fig. 7 Learning for Parallel and Distributed Clustering 

Algorithms 

9. OUTLOOK 
As discussed earlier in this paper, this paper uses Mind Maps 

to give idea about key points of each clustering algorithm 

whether it will be from conventional or recent category. It is 

difficult to survey all available clustering algorithms but these 

paper surveys 24 conventional, 20 recent and 22 parallel, 

distributed clustering algorithms. Section 7 presents survey of 

22 parallel and distributed algorithms through mind maps in 

fig 6A and 6B. Each main branch is the particular clustering 

algorithm, its sub-branches shows recent parallel and 

distributed clustering algorithms related to it. Fig. 7 shows 

learning’s from each mind map and for development of 

parallel and distributed algorithm.  Table 5 shows 

comparative details about considered parallel and distributed 

clustering algorithms. From this table, it is clear that only 

algorithms are suitable for parallel and distributed 

implementation. Table 5 considers 1 to 10 parameters for 

comparison. They are 1) Category 2) Algorithm 3) Time 

Complexity 4) Scalability 5) Large Scale data handling 6) 

High Dimension 7) Data Shape 8) Order Insensitive 9) 

Noise/outlier sensitivity and 10) references. 
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Table 5: Comparative Analysis of Algorithms Suitable for 

Large Scale Data 
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From this table, it is clear CURE and STING are best suited 

for clustering of large scale data. 
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