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ABSTRACT 

In this article we will discuss the work of a semantic 

comparison method, through which the detection of plagiarism 

is revealed in the fuzzy information, which we have designed 

an algorithm with a semantic dimension to detect plagiarism in 

the fuzzy information and detect impersonations such as 

changing the structure of speech or replacing words with 

synonyms and limiting technical spelling errors such as not 

completely writing the end of the word or unofficial and 

unknown abbreviations, and analyze shows the degree of 

similarity of the original text, and analyzes the overall 

evaluation of the degree of similarity of texts from the apparent 

structures of the text. Experiments have shown that the 

proposed method with a semantic dimension in the case of 

fuzzy information is better than sherlock method in terms of 

file size criterion of 6% if using word synonyms in the file and 

1% in case of rewriting the file. As for the standard time taken 

to examine the files through the acceleration calculation, it is 

noted that the proposed method for the semantic dimension in 

the case of fuzzy information is faster in performance than the 

Sherlock method in the case of the use of synonyms 1.02 times 

and in the case of rewriting words with a value of 1.01 times in 

the case of file size 382 words. The results of the experiments 

show that the average execution time of the proposed 

algorithm, for finding plagiarism, is less by 3.47% compared 

with the Sherlock algorithm in the case of the use of synonyms 

and less by 1.83% compared with the Sherlock algorithm in the 

case of rewriting words. The algorithm works effectively as the 

file size increases, the gain ratio is obtained up to 2.73% in the 

synonym of words and 2.69% in the case of rewriting words. 

From the results presented in the tables, we conclude that the 

average error rate of the proposed algorithm is 2% lower than 

the error rate sherlock algorithm. The complexity of the 

proposed algorithm is O(m*n). 

General Terms 
plagiarism detection, medical ontologies, software engineering 

ontology, Semantic network . 

Keywords  
Plagiarism detection, medical ontologies, software engineering 

ontology, Semantic network. 

1. INTRODUCTION 
Recently, a bad phenomenon emerged from some people, 

namely the phenomenon of scientific plagiarism of what 

scientists and researchers wrote of modern ideas and things, 

and then attributed these writings and research to them. To 

solve this problem, some researchers and scientists have tackled 

ways to eliminate the phenomenon of scientific plagiarism. 

Many tricks and techniques are taken and developed by some 

people to deceive in order to practice plagiarism without being 

detected. Therefore, in this research, a highly efficient method 

was compared to the previous methods which will be discussed 

in this research[2]. Define scientific plagiarism as stealing ideas 

or writings of others and self-sufficiency without mentioning 

the scientific sources in the research. Types of plagiarism can 

be summarized as follows[7]: 

Reproduction, in which the work of others is fully served as an 

act of the individual.Copies, in which large parts of a specific 

source are copied without mentioning the source. 

Replacement, in which a piece of text is copied after changing 

some keywords while preserving the basic information of the 

source and not pointing to it. 

Blending, blending parts of many sources without mentioning 

them.Repetition, copying of the previous individual's writings 

without mentioning them.Mix, merge text clips that are 

correctly exported with other sections not mentioned. In order 

to prevent plagiarism, must come up with original ideas, 

especially in our scientific research and referencing to the work 

that others have done through the references you add to your 

research. The plagiarism has been classified into two categories 

according to the location of the electronic documents, namely 

an internal group and an external group. The internal group is 

in the case of both the original documents and the plagiarized 

work that are within the same group as the student articles 

collection or an electronic library. The external group is in the 

case of the original document and the plagiarized works are on 

different groups or sources, where the original documents may 

be a book or web documents. In order to prove the type of 

plagiarism the source of the original documents must be 

specified[11]. Impersonation of texts was also detected using 

syntactic technique where the similarity in characters, words, or 

sentences are measured using similarity measures. For example, 

if X is the word "abdualmajed" and Y is the word "abdul", then 

X = {a, b, d, u, a, l, m, a, j, e, d} and   Y = {a, b, d, u, l}, so 

there are five common letters between the words X and Y.  

X∩Y={a,b,d,u,l}. Note that these common characters represent 

7/11 = 63.6% of the letter X and represent 5/5 = 100% of the 

letter Y.The issue of plagiarism in medical research and related 

research in the field of computer, especially software 

engineering, is a complex one and concerns the exact area of 

research. In this research, will address the design of a method 

and algorithm based on the use of two types of ontologies, 

namely, the world's most famous medical ontologies , the most 

famous of which are the ontology of diseases that contain 

disease characterization, its characteristics, its definition and 

the derivation of diseases. The second type is the related 

ontologies  in the field of software engineering.  
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2. EXISTING DETECTION 

PLAGIARISM ALGORITHMS AND 

METHODS 
This research includes a study of existing detection algorithms 

and their types. In general, we can classify plagiarism detection 

algorithms into two main categories:Finger Printing algorithms 

that generate fingerprints for files to compare, where the 

fingerprint may be a letter-level fingerprint, a word-level 

fingerprint or a sentence-level fingerprint. This algorithm 

generates a fingerprint for files and then compares these 

fingerprints algorithms just like the Winnowing algorithm and 

the Longest Shared String algorithm. The fingerprint-based 

impersonation detection algorithm is a weak algorithm and the 

reason for this is that it is heavily affected by the rearrangement 

of words in the text, and it cannot replace words with its 

synonyms, so it must rely on algorithms that take synonyms 

into account.Comparative algorithms based on comparison of 

file content : Algorithms for comparing text strings and 

algorithms for comparison of tree structures of files(see Figure 

1). 

 

 

 

 

 

 

 
 

Fig 1: Explains phishing detection algorithm classes. 

In general, there are flaws in the detection in the algorithms 

mentioned, where fingerprint algorithms and text-chains 

comparison algorithms are affected by word reordering hence 

they fail to detect plagiarism when reordering words, also text-

chain comparison algorithms suffer from a variable factors, so 

if different variables are passed the result chain length which is 

used for comparison between the files , so the value of this 

parameter must be accurately determined by the nature of the 

files that compare them, it also can’t detect cases where 

synonyms are exchanged[10],[13]. The tree structures  

comparison algorithms are also affected by the ambiguity in 

natural languages. This uncertainty leads to the generation of 

more than one tree representing the same tree. Because of these 

weaknesses in the algorithms and methods of detecting 

plagiarism, the researchers began to develop algorithms and 

methods of detecting plagiarism with a semantic dimension, 

which relies primarily on Web technologies. The most famous 

of these algorithms is the Citation Patterns algorithm, which 

detect the plagiarism by analyzing the models of citation and 

data quotes in the files and compares these data. Some data 

may also be vague (vague and incomprehensible) during data 

analysis which cannot be easily detected, such as extra 

characters, abbreviated words, misspelled words, spaces, etc, 

thus in this research new methods have been created to detect 

the impersonation of this inaccurate fuzzy information by 

making a comparison dictionary which can be used for 

detecting plagiarism and correcting erroneous and 

incomprehensible words[3]. Solving this problem in the 

research will be classified into the category of artificial 

intelligence and expert systems. The design of the general chart 

shown for this method is an input to detect the level of the 

significance of the match, in this step  matching is done 

between the files using semantic comparison hypotheses. The 

general scheme for comparison of files in terms of convergence 

is illustrated in Figure (2). 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

Fig 2:Shows the general schema for comparing files in 

terms of matching 

 

The aim of this research is to work out a method and algorithm 

for detecting impersonation with a semantic dimension, relying 

on general anthropologies, especially in the field of medicine 

and field software engineering as well as the evidence base 

through which we conduct the local testing process. This 

algorithm is used to detect plagiarism in research papers in the 

medical field and in software engineering because it has a code 

because it relies on semantic networks. The main objective of 

this research is to design a method and algorithm to detect 

plagiarism using a semantic dimension by overcoming 

difficulties and eliminating weaknesses Semantic Ontology, 

which suffers from traditional detection algorithms. The reason 

is that semantic etiology contains valuable and rich information 

for concepts that include concepts and concepts that carries the 

same meaning. 

2.1 Analysis of methods for determining 

fuzzy duplicates for documents: 

2.1.1 Sherlock Algorithm 
Sherlock algorithm is an algorithm for detecting plagiarism by 

comparing similarity between one sentence with other sentence. 

Sherlock algorithm indicates that if there are two sentences 

which have different sets of keywords then these two sentences 

have different content. The opposite is if two sentences have 

same sets of keywords then these two sentences have same 

content. Detection process is done by comparing each sentence 

in one document with each other sentence in another document 

[5]. 
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2.1.2 The algorithm of Levenshtein 
The algorithm of Levenshtein uses operations "replacement", 

"insert", "delete". They allow to search the distance between 

strings, different by length. But time of calculation of distance 

between strings is disproportionately increases with increases 

of strings size[1]. Therefore, the use of this algorithm is only 

suitable for comparing multiple pages of documents[21]. 

2.1.3  The algorithm of Wagner and Fisher 
This method is based on calculating the Levenshtein distance 

between the strings prefixes (substrings).The matrix of editorial 

prescription is made. It contains a summary value of 

Levenshtein distance(minimum weight operations to change 

characters)[22]. The size of editorial prescription matrix 

is(p+1)•(b+1), where p and b – compared strings prefixes. 

The number of string comparisons is k•p•b, where kcoefficient 

(for natural language k=0,2). Thecomplexity of algorithm is 

O(p•b) [23]. This method is the easiest way to create of 

editorial  prescription The algorithm of Wagner and Fisher 

[22].This method is based on calculating the Levenshtein 

distance between the strings prefixes (substrings).The matrix of 

editorial prescription is made. It contains a summary value of 

Levenshtein distance (minimum weight operations to change 

characters). The size of editorial prescription matrix is 

(p+1)•(b+1), where p and b – compared strings prefixes. The 

number of string comparisons is k•p•b, where k – coefficient 

(for natural language k=0,2). The complexity of algorithm is 

O(p•b) [23]. This method is the easiest way to create of 

editorial  prescription. 

2.1.4 Linear search algorithm 
The algorithm uses the distance metric and applies it to the text 

words. Efficiency of the method depends on the number of 

errors and mismatches of texts. More numerous they are the 

more increases the comparison. The algorithm complexity is 

O(s•p), where s – the number of errors made when checking, p 

– the text length[24]. 

2.1.5 The Bitap algorithm 
This algorithm is applied more than the linear search. In view 

modifications it calculates the Levenshtein distance between 

words. At normal conditions, speeds of these two algorithms 

are the same. The algorithm complexity is O(s•p), but the speed 

of this algorithm significantly higher on long words than a 

linear method[25]. 

3. RESEARCH METHODOLOGY 
This research is based on general ontology wordnet, medical 

ontologies  and related computer ontologies  in software 

engineering. Among the most famous computer ontologies  

are[32] ,[33]: 

1. Artificial Intelligence Ontology. 

2. Web Semantic Ontology. 

3. Systems Engineering Ontology. 

4. Software Engineering Ontology.  

5. Biomedical Informatics Ontology .  

Here is a simple overview of the WordNet Ontology: 

WordNet is a large English language database in the Internet 

where names, actions, attributes and circumstances are grouped 

into sets of Synsets. These concepts are intertwined with rookie 

relations. This database is used in computational linguistics and 

natural language processing [14]. Where the relationship 

between keywords in WordNet is synonymy. Figure (3) shows 

how the group is represented within this ontology.  

Fig 3:  An example of a synset in WordNet 

Among the most famous medical  ontologies are[6],[27],[28] 

,[29],[30],[31]:    

1. Anatomy ontology. 

2. Diseases ontology. 

3. Gene ontology. 

4. Mesh ontology. 

5. Ontology for General medical science. 

6. EDAM ontology . 

3.1 The proposed method for detection of 

plagiarism with a semantic dimension 
Assume that the semantic schemas       for the text portions q, 

t. Then the criterion of approximation α for the semantic data 

diagram is to be found by: 

 

                 

           

        

          

Where the symbol    indicates the process of convergence. 

The symbol    indicates the set of values of the convergence 

criterion. In the case of            , that means there is an 

integrative convergence.  In the case of            , this 

means that there is no convergence. Where there are criteria 

through which the comparison process is the basic standards 

and semantic standards. Basic criteria for comparing 

convergence by calculating similar words in text during 

comparison for query. 

        
 

   
                                           

 where p is the number of similar words in the text portions 

during the query.-q The number of words in the query. Two 

words are identical if their primary forms coincide. 

The semantic standards are compared to sentences and not only 

the calculation of words in the text, only in relation to the 

criterion, as well as the relationship between the words during 

the comparison. For example, the semantic comparison 

criterion for convergence. 

            
 

   
                               

Where m - the number of matched items in the meaning of the 

query and the text portions.n- The total number of meaning 

elements in the query.We will build on the light of equation (1) 

in order to calculate the semantic convergence with the help of 

semantic classes of the wordNet, as well as special algorithms 

to implement the semantic comparison of the semantic schemas 

of the texts.The idea of the method is that the text fragments are 

textual sections with semantic content and not any parts. 

The difference between the proposed criterion of semantic 

proximity of textual sections of the standard and the compared 

text is the calculation of the proportion of similar  elements of 
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meaning, in accordance with the semantic class of words 

involved in the comparison. 

                  
 

   
 

 
 

   
                                

where  :  

-p is the coincidence factor between the words involved in the 

comparison for each element of the meaning,according to the 

semantic class in the range [0,1]. 

p = 1 -  if the word is identical. 

p = 0 - if the word is outside the semantic class and p = (0,1) 

depending on the degree of synonymy; 

  -is the number of words of each element of the meaning. 

k - the number of elements of meaning in the text section  of 

the compared text. 

n - is the total number of elements of meaning in text section  

of the standard. 

It is necessary for the expert to pre-determine the degree of 

synonymy of each semantic class. 

At the level of representation of textual sections  in semantic 

schemes, we get the number of n-schemes of the reference 

sections  and the number of  m-schemes of the sections  of the 

compared text, which will be compared in the ratio of  n  to  m, 

but  matches will be counted in the total number n, regardless 

of the number of schemes of the text being compared, so that if 

one scheme has matches with more than one scheme of another 

text, this  will be considered the main factor of coincidence. For 

each iteration of the comparison, the following prerequisites are 

considered:Each semantic scheme of textual sections , both 

from the sample text and the compared text, has characteristics 

and they are obtained in accordance with the process. 

An example of these schemas is shown in Figure (4).For all 

schematic schemes in Figure (4), their class components 

possess the following:Zero layer level is therefore symbolized  

{s (a), s (b), s (c), s (d), s (e), s (f), s (g), s (h)}.The level of the 

first layer is represented by the following rings  {r1, r2, r3}.The 

level of the second layer is represented by the following rings 

{r4, r5, r6}.The level of the third layer is represented by the 

following rings {r7}.The level of the fourth layer is represented 

by the following rings {r8}.The level of the fifth layer is 

represented by the following rings {r9}.The level of the sixth 

layer is represented by the following rings {r10}. 

 

 

Fig 4: The example shows the semantic schemes in section  

texts 

Every word in the text of an interdependent model text section 

in the list of words that belong to semantic layers and 

compatible with WordNet and the ideologies that are related to 

software engineering  field and medical field.For the value of 

each element in the semantic schemes section texts participate 

in the comparison, the coefficient of comparison is p , obtained 

from the average values of the matching words in the semantic 

schemes comparative text for the words in the text of the Model 

Law.The degree of similarity between the sections  texts will be 

obtained through the equation (1). 

S(c)) 

S(a)) 

S(e) 
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S(f)) 
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r4=r1S(b)    r4 
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r2 r2=S(e)S(d)    
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r7 
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r6=r3S(f)    r6 r10=r6r9   r10 

r3=s(h)S(g)    r3 
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3.2 The proposed algorithm to detect 

plagiarism of the semantic dimension 

 
Fig 5:The proposed plagiarism  detection algorithm 

 

 

 

 

We will explain here the second paragraph of the proposed 

algorithm based on the local database as well as related 

ontologies  in the field of software engineering and medical 

field. The algorithm  proposed complexity is O(m*n) , where :   

m- Number of index keys in the first file. n-Number of index 

keys in the second file. A comparison of the semantic indexes 

resulting from the analysis process is carried out. All the 

concepts in the original text are compared to the concepts in the 

semantic indexes of the suspect text, whether the comparison is 

based on the local database or the Internet ontologies  related to 

the medical field and software engineering field. 

3.3  Analysis of the text in terms of 

vocabulary, grammar, and semantics 
In this stage, the analysis of the extensive analysis of the 

vocabulary of the text where the algorithm first remove useful 

words of text (stop-words) using the list of Unhelpful words in 

the English language. Then the algorithm to determine the 

names and actions in the text and identifies some relations with 

names such as described utilize the Stanford, to address natural 

languages. After that obtaining the names and acts and relations 

between the names) Stanford tools are used to address natural 

languages to define relations between the names), where the 

algorithm determines the names of the vehicle, which reflect 

the concept or concepts consisting of more than one word in the 

text. After obtaining the names of the concepts, consisting of 

one word or composed of several words of the search for the 

meanings of these concepts in the local database or the Internet 

ontologies  related to the medical field and software 

engineering field.  After determining the individual and the 

compound concepts , The construction of indexes of the text get 

built by :  

1- A special catalog of the concepts (concept index) : This 

catalog contains the keys and values, the key element of this 

contents is the concept and the value of this element is 

information associated with this concept, as it was building a 

semantic layer. 

2- A special catalog of the ontologies (ontology index) : Where 

the keys are representing  these  types of  ontological contents 

and the concepts that belong to that ontologies values of this 

contents of the index . After the completion of this phase of the 

algorithm, each of the original versions and suspected by the 

representative of the two indexes and contains all of these two 

indexes on the lexical units and semantic concepts and values 

related to it in addition of  the text, including the semantic 

concepts .The form shows how the representation of the text 

after treatment and building its own indexes. 

 

 

 

 

 

 

 

1.formation of control databases of initial 

information (dictionary); (Abbreviation); 

(Frames); (Key). 

2. Analyzing the text in terms of 
vocabulary, grammar, and semantics, and 

then constructing the semantic index 

through the lexical units of the text 

 

 text. 

 

    

                      
                       

 
                       

  

3. Formation of a set of lexical units of 

the source text                    

4. Create a database of the linguistic variables of the text to be examined 

(XK Matrix). 

part 

code 
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text 

Values  of linguistic influences The 
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n i           ..
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     ..

. 
         

…         

 5.Formation of a database of the linguistic variables of the original text 

(VK matrix) 
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r of 
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e 
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variables 
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     ..

. 
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6. Comparison of the lexical units found in 

    The xv array with the language vocabulary contained in 

the database (dictionary). 

7. Evaluate the similarity between matrices vk, xv, and search 
on the number of language units that belong to both matrices 

and the number of keywords in  Matrix XV and database 

(key).Evaluation of the similarity of the search order of the 
lexical units of matrices VK, XV using the Levinstein scale. 

8. Find the quantity of the tires located at the same time in the 
matrix XV and the database (frame).Determine whether the 

source text or text file belongs to the domain. 

9. Based on the results of the evaluations received, a decision is made 

on the degree of similarity between the source text and the text in the 
local databases of the subject area, and texts  from the Internet based 

on medical and software engineering ontologies  . 
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The entered text 

 

The definition of the concept, the son  

concept, which has the same meaning, 

which is linked to the concept of a 

relationship with the current concept of 

the sentences which the concept is in . 

..... 

 

The concept1 

The definition of the concept, the son 

concept, which has the same meaning, 

which is linked to the concept of a 

relationship with the current concept of 

the sentences which the concept is in. 

.... 

The concept2 

.... .... 

The definition of the concept, the son 

concept, which has the same meaning, 

which is linked to the concept of a 

relationship with the current concept of 

the sentences which the concept is in 

.... 

 

The concept N 

Fig 6: Explains how the representation of the text in the 

concepts index after the completion of the analysis phase of 

the semantic 

the semantic indexes are compared, while passing on each of 

the concepts in the original text and comparing the existing 

concepts in the semantic indexes of the suspected text. 

And then show the results of plagiarism by showing the phrases 

that contain similar semantic  concepts , Where the marking of 

the phrases that contain a convergent concepts and shared 

indicative of a different color to allow the user to note a 

plagiarism easily and without accurate tracking and entirely 

read the suspected files 

4. THE EXPERIMENTS USING THE 

PROPOSED PLAGIARISM DETECTION 

ALGORITHM 
The detection plagiarism algorithm is applied in a system and it 

measures the similarity between the texts through the process of 

the restoration of the original texts from its own database or 

from the Internet using public ontology WordNet or the Internet 

ontologies  related to the medical field and software 

engineering field.  

That is why  a database is  made and linked to the system to 

include the original texts and photographs taken from several 

digital libraries, Where the database includes three fields, the 

original texts, the name of the author and the date of the writing 

of the text. Where this system retrieves the original texts 

through keeping  a copy of the entered text in a temporary store 

to test the similarities, At the same time, it makes a  second 

copy of the text for comparison.  In the case of discovering the 

percentage of similarity between the entered texts and the 

existing texts in the database or between the two texts then the 

two texts get back to the temporary store . And the usefulness 

of this store in the case of the comparisons and the loss of a part 

of the entered text You can get back to it and make a second 

copy and thus not losing of the data we entered. After the 

discovery of a substantial similarity with another text, it gets 

back to the temporary store  and exiting  the entered text again 

and then presented with the quoted part  from it. The algorithm 

was also tested on 3 scientific files within the field of computer 

engineering in the field of software engineering and medical 

field. We changed the scientific content of the files by changing 

the word synonyms and replacing the concepts with other 

similar concepts. Determining the effectiveness of the proposed 

algorithm that is  based on the sensitivity factor. which is 

calculated from the following relationship: 

Sensitivity factor =
                                         

                                
        (5). 

Search results include the results of the retrieval of the 

percentage of similarity between the original versions  and the 

plagiarized , instead of retrieving the number of words that are 

similar to the number of names , acts and circumstances of 

similar writing or on meaning .We have three  files plagiarized 

manually by replacing the words in the text,  they are as follows 

:  

The first file is text1 and contains 209 words.The second file 

is Text2 and contains 308 words. The third file is Text3 and 

contains 382 words.We also have 3 files manually copied by re-

written as follows: The first file is text1 and contains 209 

words.The second file is Text2 and contains 308 words.The 

third file is Text3 and contains 382 words. 

Stolen texts are compared with original texts through two 

criteria: file size and time. 

Table (1) shows the results of the comparison of the stolen texts 

with the original texts based on the size of the file and the time 

in the case of plagiarism in the synonym of words. 

Table 1. The results of the comparison of the stolen  texts 

with the original texts in the synonym of words. 

Metho
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Text1 (209 
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words) 
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words) 

Perce

ntage 
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Time 
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exami
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hm  of 
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ic 

Fuzzy 

0.590

46 

2.11 

0.6371

4 

3.12 

 

0.6718

16 

4.27 

 

Sherlo

ck 

Algorit

hm  

0.532

41 

2.22 

0.5716

8 

3.22 

 
0.6161

12 

4.23 

 

 

The acceleration can be calculated by the following equation: 

Y= 

orithmAFuzzy

Sherlock

Т

T

lg_                                     (6)

.     

Where: 

SherlockT  - Time to implement the Sherlock algorithm. 
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orithmAFuzzyТ lg_  - The implementation of the proposed 

algorithm with a semantic dimension. 

Y=1.02 times , in the synonym of words in the case of 

file size 382 words. 

The algorithm's gain rate is calculated as follows: 

 G=

Sherlock

orithmAFuzzySherlock

Т

ТT lg_
 *100%          (7) 

The algorithm works effectively as the file size increases, , the 

gain ratio  is obtained up to 2.73% in the synonym of words. 

The calculation of the error is defined as follows: 

∆=

Experiment

TheoryExperiment

T

TT 
*100%                          (8)    

Where: 

TT - The theoretical time of the proposed algorithm,  

EТ - Experimental time of the proposed algorithm. 

The average implementation time of the proposed 

algorithm is calculated as follows:      

                                                                            

             =Average

Fuzzy   semantic  of  method  The

 Algorithm Sherlock  Fuzzy    semantic  of   method  The



 

T

TT

*100%               (9) 

Average_ time =
51,9

84,951,9 
*100 %=3,47% 

The results of the experiments show that the average execution 

time of the proposed algorithm, for finding plagiarism, is less 

by 3.47% compared with the Sherlock algorithm in the case of 

the use of synonyms. 

 

Fig 7: The graph shows the percentage of plagiarism in the 

file based on the criterion of the size of the text being 

scanned (Text synonym). 

 

Fig  8:The graph shows the execution time based on the 

criterion of the size of the text being scanned (Text 

synonym) 

Table (2) shows the results of comparison of  the stolen  texts 

with original texts based on file size and time  in case of 

plagiarism rewrite words. 

Table 2. The results of the comparison of the stolen  texts 

with the original texts in case of plagiarism rewrite words. 

Metho

d  

Text1 (209 

words) 

Text2 (308 

words) 

Text3 (382 

words) 

Perc

enta

ge 

of 

simi

larit

y 

Time 

of 

exam

inati

on 

Perce

ntage 

of 

simil

arity 

Time 

of 

exami

nation 

Perce

ntage 

of 

simila

rity 

Time 

of 

examin

ation 

The 

algorit

hm  of 

seman

tic 

Fuzzy 

0.57

14 

2.18 

0.618

14 

3.22 

 

0.6228 

4.28 

Sherlo

ck 

Algori

thm  

0.56

24 

2.24  

0.202

68 

3.23 

 

0.6371 

4.24 

 

 

From the table we observe that the acceleration of the 

suggested method for fuzzy information is equal to: 

Y=1.01 times in the case of rewriting words in the case of file 

size 382 words. 

The algorithm works effectively as the file size increases, , the 

gain ratio  is obtained up to  2.69% in the case of rewriting 

words. The average implementation time of the proposed 

algorithm is calculated as follows:  

Average_ time =
8,9

98,98,9 
*100 %=1,83% 

The results of the experiments show that the average execution 

time of the proposed algorithm for finding plagiarism is 1.83% 

less than the  Sherlock  algorithm in the case of rewriting 

words. 
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Fig 9:The graph shows how much impersonation exists 

based on the size of the text being scanned(rewrite). 

 

Fig 10: The execution time chart shows the size of the text 

being scanned (rewrite). 

The results of the computational experiments on the algorithm 

and the proposed method are as follows:                                    
We conclude from  this that the suggested method with a 

semantic dimension in the case of fuzzy information is better 

than the Sherlock method in terms of file size standard of 6% if 

using word synonyms in the file and by 1% if rewriting the 

words in the file. As for the standard time taken to examine the 

files through the acceleration calculation, it is noted that the 

proposed method for the semantic dimension in the case of 

fuzzy information is faster in performance than the Sherlock 

method in the case of the use of synonyms 1.02 times and in the 

case of rewriting words with a value of 1.01 times in the case of 

file size 382 words . The results of the experiments show that 

the average execution time of the proposed algorithm, for 

finding plagiarism, is less by 3.47% compared with the 

Sherlock algorithm in the case of the use of synonyms and less 

by 1.83% compared with the Sherlock algorithm in the case of 

rewriting words. The algorithm works effectively as the file 

size increases, , the gain ratio  is obtained up to 2.73% in the 

synonym of words and 2.69% in the case of rewriting words. 

From the results presented in the tables, we conclude that the 

average error rate of the proposed algorithm is   2% lower  than 

the error rate sherlock algorithm. The complexity of the 

proposed algorithm is O(m*n). 

5. CONCLUSION 
The proposed method with a semantic dimension reveals the 

similarity between files in the case of fuzzy information and to 

detect anomalies such as changing the structure of words or 

replacing words with their synonyms based on two criteria of 

file size and execution time. It also minimizes technical 

spelling mistakes such as not typing the end of the word fully 

or abbreviations Unofficial and non-conventional, and shows 

the degree of similarity of the original text with the false text. 

The proposed method with semantic dimension in the case of 

fuzzy information is better than the Sherlock method in terms 

of file size standard of 6% in the case of plagiarism using word 

synonyms and 1% in the case of rewriting the words in the file. 

As for the standard time taken to examine the files through the 

acceleration calculation, it is noted that the proposed method 

for the semantic dimension in the case of fuzzy information is 

faster in performance than the Sherlock method in the case of 

the use of synonyms 1.02 times and in the case of rewriting 

words with a value of 1.01 times in the case of file size 382 

words . The results of the experiments show that the average 

execution time of the proposed algorithm, for finding 

plagiarism, is less by 3.47% compared with the Sherlock 

algorithm in the case of the use of synonyms and less by 1.83% 

compared with the Sherlock algorithm in the case of rewriting 

words. The algorithm works effectively as the file size 

increases, , the gain ratio  is obtained up to 2.73% in the 

synonym of words and 2.69% in the case of rewriting words. 

From the results presented in the tables, we conclude that the 

average error rate of the proposed algorithm is   2% lower  than 

the error rate sherlock algorithm.  
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