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ABSTRACT 

Artificial Neural Networks (ANNs) are models formulated to 

mimic the learning capability of human brains. Learning in 

ANNs can be categorized into supervised, reinforcement and 

unsupervised learning. Application of supervised ANNs is 

limited to when the supervisor’s knowledge of the 

environment is sufficient to supply the networks with labelled 

datasets. Application of unsupervised ANNs becomes 

imperative in situations where it is very difficult to get 

labelled datasets. This paper presents the various methods, 

and applications of unsupervised ANNs. In order to achieve 

this, several secondary sources of information, including 

academic journals and conference proceedings, were selected. 

Autoencoders, self-organizing maps, and boltzmann machines 

are some of the unsupervised ANNs based algorithms 

identified. Some of the areas of application of unsupervised 

ANNs identified include exploratory data, statistical, 

biomedical, industrial, financial and control analysis. 

Unsupervised algorithms have become very useful tools in 

segmentation of Magnetic resonance images for detection of 

anomalies in the body systems.   
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1. INTRODUCTION 
Learning is a basic component needed in the creation of 

intelligence [1]. Humans derive their intelligence from the 

brains’ ability to learn from experience and using that to cope 

when confronted with existing and new situations [2, 3]. 

Reproduction of human intelligence in machines and 

computers is the goal of artificial intelligence methods, one of 

which is ANN [4].  

ANNs are models formulated to mimic the learning capability 

of human brains [4]. As in humans, training, validation and 

testing are important components in creating such 

computational models. Artificial neural networks learn by 

receiving some datasets (which may be labelled or unlabelled) 

and computationally adjusting the network’s free parameters 

adapted from the environment through simulation [5, 6]. 

Based on the learning rules and training methods, learning in 

ANNs can be categorized into supervised, reinforcement and 

unsupervised learning [6, 7, 8].  

In supervised learning, as its name implies, the artificial 

neural network is under the supervision of a teacher (say, a 

system designer) who uses his or her knowledge of the 

environment to train the network with labelled data sets [7]. 

Hence, the artificial neural networks learn by receiving input 

and target pairs of several observations from the labelled data 

sets, processing the input, comparing the output with the 

target, computing the error between the output and target, and 

using the error signal and the concept of backward 

propagation to adjust the weights interconnecting the 

network’s neurons with the aim of minimising the error and 

optimising performance [6, 7]. Fine-tuning of the network 

continues until the set of weights that minimise the 

discrepancy between the output and the desired output is 

obtained. Figure 1 shows the block diagram which 

conceptualizes supervised learning in ANNs. Supervised 

learning methods are used to solve classification and 

regression problems [8]. The output of a supervised learning 

algorithm can either be a classifier or a predictor [9]. The 

application of this method is limited to when the supervisor’s 

knowledge of the environment is enough to supply the 

networks with input and desired output pairs for training.  

 

Figure 1 Supervised learning in ANNs [10] 

Unsupervised learning is used when it is not possible to 

augment the training data sets with class identities (labels). 

This impossibility occurs in situations where there is no 

knowledge of the environment, or the cost of acquiring such 

knowledge is too high [11]. In unsupervised learning, as its 

name implies, the ANN is not under the supervision of a 

“teacher”. Instead it is supplied with unlabelled data sets 

(containing only the input data) and left to find patterns in the 

data and build a new model from it. In this situation, ANN 

learns to categorize the data by exploiting the distance 

between clusters within it.  

Reinforcement learning is another kind of learning that 

involves interaction with the environment, getting the state of 

such environment, choosing an action to change this state, 

sending the action to a simulator (critic) and receiving a 

numerical reward or a penalty in form of a feedback which 

can be positive or negative with the aim of learning a policy 

[6, 7, 8, 12]. Actions that maximize the reward are selected by 

trial and error techniques [13]. Figure 2 shows the block 

diagram to illustrate the concept of reinforcement learning. 

Reinforcement and unsupervised learning differ from each 

other in the sense that, while reinforcement learning involves 

learning a policy by maximizing some rewards, the goal of 
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unsupervised learning is to exploit the similarities and 

differences in the input data for categorization.  

 

Figure 2 Reinforcement Learning [8] 

This paper presents the various methods, and applications of 

unsupervised artificial neural networks.  

2. METHODOLOGY  
Academic journals, conference proceedings, textbooks, 

dissertations, magazines, and lecture slides are the major 

secondary sources of information selected for identifying 

various techniques and applications of unsupervised ANNs. In 

other to narrow down the focus of this study, only one of the 

unsupervised learning techniques identified known as self-

organising map will be discussed in detail.  In addition to 

identifying and discussing various applications of 

unsupervised artificial neural networks, some of the past work 

which are related to the identified applications are presented.  

3. UNSUPERVISED ARTIFICIAL 

NEURAL NETWORKS ALGORITHMS 

AND TECHNIQUES  
Techniques and algorithms which are used in unsupervised 

artificial neural networks include restricted boltzmann 

machines, autoencoders, self-organizing maps, etc. Self-

organizing maps are presented in this section 

3.1 Self-organizing maps  
Self-organizing maps are basic type of artificial neural 

networks whose process of development is based on 

unsupervised learning techniques and exploitation of the 

similarities between data [15, 16, 17]. Self-organising maps 

are biologically inspired topographically computational maps 

that learn by self-organisation of its neurons. This inspiration 

came from the way different sensory inputs are organised into 

topographic maps in humans’ brain [18, 19]. Self-organising 

maps, unlike supervised ANN, consists of input and output 

neurons with no hidden layers and are developed in such a 

way that only one of the output neurons can be activated. This 

brings about competitive learning, a process where all the 

output neurons compete with one another. The winner of such 

competition is fired and referred to as the winning neuron. 

With Seach of the output neurons having sets of weights 

which define their coordinates in the input space, one way of 

realising the competition between output neuron is by 

computing the value of discriminant function, usually 

Euclidean distance between them and the feature vector of the 

current sample being fed into the input. Selected (winning) 

neurons, from a group of neurons which are positioned at the 

nodes of a lattice, are tuned into various input patterns 

(structures), organising themselves, and forming a 

topographic map over the lattice structure. Statistical 

representation in the input structures are indicated by the 

coordinates of the neurons [18]. When supplied with input 

signals, self-organising maps, as their name implies, function 

to provide a topographic map (spatially organized 

arrangement of neurons over the lattice structure) which 

internally depicts the statistical features (properties) in input 

patterns of the supplied input [20].   

Initialisation, competition, cooperation and adaptation are the 

key components involved in the self – organisation of 

neurons. At the initialisation stage, randomly selected small 

values are initially allocated as weights of output neurons. 

Output neurons would then compete with one another by 

comparing the values of discriminant function computed. The 

output neuron that minimizes the value of discriminant 

function is selected as the winner and has its weights updated 

such that it is drawn closer to the current observation. There is 

cooperation between the winning neuron those in its 

neighbourhood (defined by a radius) because not only is its  

weights updated but also the weights of those in its pre-

defined neighbourhood are updated as well, with the winning 

neurons receiving relatively higher updates, towards the input 

vector. This cooperation is inspired by lateral interaction 

among groups of excited neurons in the humans’ brain. The 

weight update receive by neighbouring neurons is a function 

of the lateral distance between them and winning neuron with 

the closest and farthest neurons receiving the highest and 

lowest weight update respectively [18, 19, 21].   The weights 

are updated for efficient unsupervised categorization of data 

[22]. The idea behind this is the need to enhance the similarity 

between a unit that best match the training input often referred 

to as the best matching unit (BMU)  and those in a nearby 

neighbourhood to the input [18, 19, 21, 23]. 

The five stages involved in self-organized maps algorithm are 

initialization, sampling (drawing of training input vector), 

finding the winning neuron whose weight vector best matches 

the input vector, updating the weights of the winning neuron, 

and those in the neighbourhood using equation (1), and 

returning to the sampling stage until no changes can be 

implemented in the feature map [18, 19]. 

∆wji = ŋTj,I(X) (t)(xi- wji)   (1) 

 

Figure 3 Feature map of the Kohonen network [23]. 

Kohonen network is a type of self-organized maps [23]. The 

Kohonen network’s feature map is shown in Figure 3. Self-

organizing maps artificial neural networks are mainly applied 

for clustering and brain-like feature mapping and are most 

suitable for application in the areas of exploratory data, 

statistical, biomedical, industrial, financial and control 

analysis [22, 24, 25]. 

4. APPLICATIONS OF UNSUPERVISED 

ARTIFICIAL NEURAL NETWORK  
While supervised learning leads to regression and 

classification, unsupervised learning performs the tasks of 

pattern recognition, clustering and data dimensionality 

reduction.  

Unsupervised learning is aimed at finding some patterns in the 

input data. Recognition of patterns in unlabelled datasets leads 

to clustering (unsupervised classification). Clustering involves 
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grouping of data with similar features together. One of the key 

stages of recognition systems is pattern recognition. Pattern 

recognition has found application in diagnosing diseases, data 

mining, classification of documents, recognizing faces, etc 

[22, 26]. Data mining, as its name implies, involves 

automatically or semi-automatically mining (extracting) 

useful information from massive datasets [27, 28]. Self-

organizing maps are artificial neural network algorithms for 

data mining [29]. Massive data can be analysed and visualized 

efficiently by self-organising maps [25]. In [30], unsupervised 

neural networks, based on self-organising map, was used for 

clustering of medical data with three subspaces namely 

patients’ drugs, body locations, and physiological 

abnormalities [30]. In [31], self-organising map was used to 

analyse and visualize yeast gene expression, and identified as 

an excellent, speedy and convenient techniques for 

organization and interpretation of massive datasets like that of 

yeast gene expression [31].  

Unsupervised learning also performs the task of reducing the 

number of variables in high-dimensional data, a process 

known as dimensionality reduction. Data dimensionality 

reduction task can be further classified into feature extraction 

and feature selection [32]. Feature selection involves selecting 

a subset of relevant variable from the original dataset [32, 33]. 

Transformation of the dataset in high dimensional space to 

low dimensional space is referred to as feature extraction [32].  

Principal component analysis is one of the best techniques for 

extracting linear features [34]. High dimensional data can be 

easily classified, visualized, transmitted and stored thanks to 

the dimensionality reduction task which can be facilitated by 

unsupervised artificial neural network algorithms [35]. In 

[35], auto-coders with weights initialized effectively was 

presented as a better tool than principal components analysis 

for data dimensionality reduction [35]. Dimensionality 

reduction of data is usually performed at the pre-processing 

stages of other tasks to reduce computational complexity and 

improve performance of machine learning models. In [36], 

Performance component analysis, an unsupervised learning 

algorithm, was used to reduce the dimension of the data 

before classification for improvement in performance and 

better computational speed [36]. 

5. UNSUPERVISED NEURAL 

NETWORKS IN SEGMENTATION OF 

MAGNETIC RESONANCE IMAGES  
Clustering can also be used for image segmentation [37]. 

Image segmentation, a very important aspect of image 

processing, involves dividing an image into simpler units or 

regions with similar features [38]. Detection of anomalies in 

body systems requires analysis of medical images. 

Segmentation is a prelude for analysing medical images [39]. 

Magnetic resonance imaging is one of the imaging techniques 

used in detection of such irregularities. Others are 

Computerized Tomography (CT) scan, ultrasound imaging, 

X-rays, mammogram, etc [39, 40]. For instance, brain 

disorder like schizophrenia or dementia can be identified by 

segmentation of MR brain images [42]. Conditions like 

tumours and infections can be detected by MRI [40]. Use of 

these imaging techniques enhance the accuracy of decisions to 

be reached by radiographers when determining the presence 

or absence of irregularities in medical images which are under 

analysis for correct diagnosis [39, 40]. MRI is non-invasive 

and known for providing detailed information for tissue 

identification [40, 41]. Unlike supervised segmentation, 

unsupervised segmentation of MRI images is automatic or 

semi-automatic. It does not require prior knowledge or 

intervention of an expert. Hence, it consumes less time and 

effort [41]. 

Features of MRI images are usually extracted for 

classification using unsupervised neural networks. In [42], 

two different approaches, neural network and fuzzy clustering 

used in segmentation of MRI images of human brain were 

compared from different perspectives, some of which are 

learning methods (supervised vs unsupervised), time 

complexity, etc.  Magnetic resonance images of a brain 

section were segmented using fuzzy clustering methods and 

supervised neural network. Though the results obtained using 

both methods were similar, a visual inspection of the 

unsupervised fuzzy clustering algorithm indicates a better 

result [42]. In [43], unsupervised neural network approach for 

classification of MRI images of human brain in detection of 

brain tumour was proposed. After pre-processing and feature 

extraction (using independent component analysis for 

dimensionality reduction), unsupervised neural classifiers, 

SOM and k-means clustering algorithms were used to classify 

MRI images into normal and abnormal images with 98.6 % 

accuracy. The proposed technique was considered to have 

outperformed other techniques like probabilistic neural 

network (PNN), Back propagation (BPN), Bayesian, etc. with 

accuracies of 87%, 76% and 79.3% respectively [43].  

In [44], an unsupervised neural network approach for 

segmentation of kidney in MRI images was proposed. 

Iterative segmentation of each slice, which gave the proposed 

method relatively high robustness and efficiency, involved 

obtaining segmented kidney by clustering of pixels values in 

each image using K-means [44]. In [45], comparisons 

between performance of supervised ANNs algorithms, back 

propagation and cascade correlation, and that of unsupervised 

algorithm (clustering), fuzzy c-means (FCM) in segmentation 

of MR images for characterization of tissues was carried out. 

While classification by the supervised algorithms involved 

training and testing with significantly higher speed attained, 

classification by supervised algorithms required only the 

testing phase but with longer time requirement. Finding ways 

for significant reduction in time requirement for FCM was 

recommended [45]. In [41], an unsupervised algorithm using 

self-organising maps for segmentation of MRI images was 

proposed. SOM classifier was used for brain tissue 

classification, following pre-processing of acquired MR brain 

images, feature extraction and feature selection with principal 

component analysis. The proposed technique achieved good 

segmentation results. Besides, the use of principal component 

analysis was helpful in achieving optimum results and 

reducing the time required for segmentation [41].  

6. CONCLUSION 
Unsupervised artificial neural networks are networks which 

are left to learn by looking for patterns in inputs and are used 

in situations where getting labelled datasets becomes very 

difficult. This paper has identified some unsupervised 

artificial neural networks algorithms including autoencoders 

and self-organizing maps. Unsupervised artificial neural 

networks can perform the tasks of pattern recognition, 

clustering and data dimensionality reduction. Application of 

unsupervised neural networks in data mining, diagnosing of 

diseases, image segmentation and dimensionality reduction 

will continue to make them dominant and indispensable 

models in exploratory data, statistical, biomedical, industrial, 

financial and control analysis. Unsupervised algorithms have 

become very useful tools in segmentation of Magnetic 

resonance images for detection of anomalies in the body 

systems. 
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