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ABSTRACT
In this paper, a finite element method involving Petrov-Galerkin method with quintic B-splines as basis functions and sextic B-splines as weight functions has been developed to solve a general tenth order boundary value problem with a particular case of boundary conditions. The basis functions are redefined into a new set of basis functions which vanish on the boundary where the Dirichlet, the Neumann, the second order derivative and the third order derivative type of boundary conditions are prescribed. The weight functions are also redefined into a new set of weight functions which in number match with the number of redefined basis functions. The proposed method was applied to solve several examples of tenth order linear and nonlinear boundary value problems. The obtained numerical results were found to be in good agreement with the exact solutions available in the literature.
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1. INTRODUCTION
Consider a general linear boundary value problem of tenth order

\[ p_0(t)u^{(10)}(t) + p_1(t)u^{(9)}(t) + \ldots + p_9(t)u(t) = 0, \quad t \in [c, d], \]

subject to the boundary conditions

\[ u(c) = A_0, \quad u'(d) = C_0, \quad A_0u'(d) = C_0, \]

\[ u''(c) = A_1, \quad u''(d) = C_1, \quad A_1u''(d) = C_1, \]

\[ u^{(3)}(c) = A_2, \quad u^{(3)}(d) = C_2, \quad A_2u^{(3)}(d) = C_2, \]

where \( A_i, C_i, i = 0, 1, 2, 3, 4 \) are finite real constants and \( p_i(t), i = 0, 1, 2, \ldots, 10 \) and \( b(t) \) are all continuous functions defined on the interval \( [c, d] \).

The tenth-order boundary value problems are known to arise in the study of astrophysics, hydrodynamic and hydro magnetic stability [1]. A class of characteristic-value problems of high order (as higher as twenty four) is known to arise in hydrodynamic and hydro magnetic stability [1]. When an infinite horizontal layer of fluid is heated from below, with the supposition that a uniform magnetic field is also applied subject to the action of rotation, instability sets in. When this instability sets in as ordinary convection, it is modelled by a tenth-order ordinary differential equation [1]. The existence and uniqueness of the solution for these types of problems have been discussed in Agarwal [2]. Finding the analytical solutions of such boundary value problems in general is not possible. Over the years, many researchers have worked on tenth order boundary value problems by using different methods for numerical solutions. Twizell et al. [3] developed a finite difference technique for the solution of eighth, tenth and twelfth order boundary value problems. Siddiqi and Twizell[4], Siddiqi and Ghazala [5] presented the solution of a special case of linear tenth order boundary value problems by using tenth order and eleventh order spline functions respectively. Wazwaz[6] developed a modified Adomian decomposition method for the solution of tenth and twelfth order boundary value problems. Siddiqi and Ghazala [7] presented the solution of a special case of linear tenth order boundary value problems by using non-polynomial spline techniques. Erturk and Shaher[8] presented differential transform method for the solution of tenth order boundary value problems. Geng and Li [9], Abbassabandy and Shrizdi[10] presented the solution of a special case of tenth order boundary value problems by using variational iteration techniques. Kasi Viswanadham and Showri raju [11], Kasi Viswanadham and Sreenivasulu [12] developed a quintic B-spline collocation method, a quintic B-spline Galerkin method to solve a general tenth order boundary value problem respectively. Reddy [13] developed a Petrov Galerkin method with quintic B-splines as basis functions and septic B-splines as weight functions to solve a general tenth order boundary value problem. So far, tenth order boundary value problems have not been solved by using Petrov-Galerkin method with quintic B-splines as basis functions and sextic B-splines as weight functions. This motivated us to solve a tenth order boundary value problem by Petrov-Galerkin method with quintic B-splines as basis functions and sextic B-splines as weight functions.

In this paper, we try to present a simple finite element method which involves Petrov-Galerkin approach with quintic B-splines as basis functions and sextic B-splines as weight functions to solve a general tenth order boundary value problem of the type (1)-(2). This paper is organized as follows. Section 2 deals with the justification for using Petrov-Galerkin Method. In Section 3, a description of Petrov-Galerkin method with quintic B-splines as basis functions and sextic B-splines as weight functions is explained. In particular we first introduce the concept of quintic B-splines, sextic B-splines and followed by the proposed method with the
specified boundary conditions. In Section 4, the procedure to solve the nodal parameters has been presented. In section 5, the proposed method is tested on several linear and nonlinear boundary value problems. The solution to a nonlinear problem has been obtained as the limit of a sequence of solutions of linear problems generated by the quasilinearization technique [14]. Finally, in the last section, the conclusions are presented.

2. JUSTIFICATION FOR USING PETROV-GALERKIN METHOD

In Finite Element Method (FEM) the approximate solution can be written as a linear combination of basis functions which constitute a basis for the approximation space under consideration. FEM involves variational methods like Rayleigh Ritz method, Galerkin method, Least Squares method, Petrov-Galerkin method and Collocation method etc. In Petrov-Galerkin method, the residual of approximation is made orthogonal to the weight functions. When we use Petrov-Galerkin method, a weak form of approximation solution for a given differential equation exists and is unique under appropriate conditions [15, 16] irrespective of properties of a given differential operator. Further, a weak solution also tends to a classical solution of given differential equation, provided sufficient attention is given to the boundary conditions [17]. That means the basis functions should vanish on the boundary where the Dirichlet type of boundary conditions are prescribed and also the number of weight functions should match with the number of basis functions. Hence in this paper we employed the use of Petrov-Galerkin method with quintic B-splines as basis functions and sextic B-splines as weight functions to approximate a solution of tenth order boundary value problem.

3. DESCRIPTION OF THE PROPOSED METHOD

Definition of quintic B-splines and sextic B-splines:

The quintic B-splines and sextic B-splines are defined in [18-20]. The existence of quintic spline interpolate \( s(t) \) to a function in a closed interval \([c, d]\) for spaced knots (need not be evenly spaced) of a partition \(c < t_0 < t_1 < \ldots < t_n < t_{n+1} = d\) is established by constructing it. The construction of \( s(t) \) is done with the help of the quintic B-splines. Introduce ten additional knots \( t_0, t_1, t_2, t_1, t_{n+1}, t_{n+2}, t_{n+3}, t_{n+4}, t_{n+5} \) in such a way that:

\[
t_{0} < t_{1} < t_{2} < t_{3} < t_{4} < t_{5} < t_{6} < t_{7} < \ldots < t_{n+1} < t_{n+2} < t_{n+3} < t_{n+4} < t_{n+5}.
\]

Now the quintic B-splines \( B_i(t) \)’s are defined by

\[
B_i(t) = \begin{cases} 
\sum_{j=0}^{i} \frac{(t_j - t_i)^5}{\pi'(t_j)}, & t \in [t_{i-3}, t_{i+3}] \\
0, & \text{otherwise}
\end{cases}
\]

where \( t_0 < t_1 < \ldots < t_i \leq t \leq t_{i+1} < \ldots < t_{n+5} \) and

\[
\pi(t) = \begin{cases} 
\sum_{j=0}^{i} (t_j - t_i)^5, & t \geq t \\
0, & t < t_i
\end{cases}
\]

and \( \pi(t) = \prod_{j=0}^{i} (t_j - t_i) \)

where \( \{B_0(t), B_1(t), B_2(t), \ldots, B_{n+2}(t), B_{n+3}(t), B_{n+4}(t)\} \) forms a basis for the space \( S_5(\pi(t)) \) of quintic polynomial splines. Schoenberg [20] has proved that quintic B-splines are the unique nonzero splines of smallest compact support with the knots at

\[
t_0 < t_1 < t_2 < t_3 < t_4 < t_5 < t_6 < \ldots < t_{n+1} < t_{n+2} < t_{n+3} < t_{n+4} < t_{n+5}.
\]

In a similar analogue sextic B-splines \( T_j(t) \)'s are defined by

\[
T_j(t) = \begin{cases} 
\sum_{i=0}^{n+4} \frac{(t_j - t_i)^6}{\pi'(t_j)}, & t \in [t_{i-3}, t_{i+4}] \\
0, & \text{otherwise}
\end{cases}
\]

where \( (t_j - t_i)^6, \text{ if } t_j \geq t \)

and \( \pi(t) = \prod_{i=0}^{n+4} (t_j - t_i) \)

and \( \{T_0(t), T_1(t), T_2(t), \ldots, T_{n+5}(t)\} \) forms a basis for the space \( S_6(\pi(t)) \) of sextic polynomial splines with the introduction of two more additional knots \( t_0, t_{n+5} \) to the already existing knots \( t_j \) to \( t_{n+5} \). Schoenberg [20] has proved that sextic B-splines are the unique nonzero splines of smallest compact support with the knots at

\[
t_0 < t_1 < t_2 < t_3 < t_4 < t_5 < t_6 < \ldots < t_{n+1} < t_{n+2} < t_{n+3} < t_{n+4} < t_{n+5}.
\]

To solve the boundary value problem (1) subject to boundary conditions (2) by the Petrov-Galerkin method with quintic B-splines as basis functions and sextic B-splines as weight functions, we define the approximation for \( u(t) \) as

\[
u(t) = \sum_{j=2}^{n+5} \alpha_j B_j(t)
\]

where \( \alpha_j \)'s are the nodal parameters to be determined and \( B_j(t) \)'s are quintic B-spline basis functions. In Petrov-Galerkin method, the basis functions should vanish on the boundary where the Dirichlet type of boundary conditions are specified. In the set of quintic B-splines \( \{B_2(t), B_3(t), B_4(t), \ldots, B_{n+2}(t), B_{n+3}(t), B_{n+4}(t)\} \), the basis functions \( B_{n+2}(t), B_{n+3}(t), B_{n+4}(t) \) do not vanish at one of the boundary points. So, there is a necessity of redefining the basis functions into a new set of basis functions which vanish on the boundary where the Dirichlet type of boundary conditions are specified. When the chosen approximation satisfies the prescribed boundary conditions or most of the boundary conditions, it gives better approximation results. In view of this, the basis functions are redefined into a new set of basis functions which vanish on the boundary where the Dirichlet, the Neumann, the second order derivative and the third order derivative type of boundary conditions are prescribed. The procedure for redefining of the basis functions is as follows.

Using the definition of quintic B-splines, the Dirichlet, the Neumann, the second order derivative and the third order derivative boundary conditions of (2), we get the approximate solution at the boundary points as

\[
A_0 = u(c) = u(t_0) = \sum_{j=2}^{n+2} \alpha_j B_j(t_0)
\]

\[
C_0 = u(d) = u(t_n) = \sum_{j=2}^{n+2} \alpha_j B_j(t_n)
\]

\[
A_0 = u'(c) = u'(t_0) = \sum_{j=2}^{n+2} \alpha_j B_j'(t_0)
\]
\[ C_1 = u'(d) = u'(t_0) = \sum_{j=2}^{n+2} \alpha_j B_j'(t_0) \quad (7) \]
\[ A_2 = u''(c) = u''(t_0) = \sum_{j=2}^{n+2} \alpha_j B_j''(t_0) \quad (8) \]
\[ C_2 = u''(d) = u''(t_0) = \sum_{j=2}^{n+2} \alpha_j B_j''(t_0) \quad (9) \]
\[ A_3 = u'''(c) = u'''(t_0) = \sum_{j=2}^{n+2} \alpha_j B_j'''(t_0) \quad (10) \]
\[ C_3 = u'''(d) = u'''(t_0) = \sum_{j=2}^{n+2} \alpha_j B_j'''(t_0) \quad (11) \]

Eliminating \( a_2, a_3, a_0, a_1, a_n, a_{n+1} \) and \( a_{n+2} \) from the equations (3) to (11), we get
\[ u(t) = w(t) + \sum_{j=2}^{n+2} \alpha_j S_j(t) \quad (12) \]

where
\[ w(t) = w_3(t) + \frac{A_2 - w_3''(t_0)}{R''(t_0)} R_j(t) + \frac{C_2 - w_3''(t_0)}{R''(t_0)} R_{n-1}(t) \quad (13) \]
\[ w_3(t) = \frac{A_2 - w_3''(t_0)}{Q''(t_0)} Q_j(t) + \frac{C_2 - w_3''(t_0)}{Q''(t_0)} Q_{n-1}(t) \quad (14) \]
\[ w_2(t) = \frac{A_2 - w_2''(t_0)}{P''(t_0)} P_j(t) + \frac{C_2 - w_2''(t_0)}{P''(t_0)} P_{n-1}(t) \quad (15) \]
\[ w_1(t) = \frac{A_2 - w_1''(t_0)}{B''(t_0)} B_j(t) + \frac{C_2 - w_1''(t_0)}{B''(t_0)} B_{n-1}(t) \quad (16) \]

\[ S_j(t) = \begin{cases} R_j(t) - \frac{R''(t_0)}{R''(t_0)} R_j(t), & j = 3, 4, ..., n - 3 \\ R_j(t) - \frac{R''(t_0)}{R''(t_0)} R_{n-1}(t), & j = n - 2 \end{cases} \quad (17) \]
\[ Q_j(t) = \begin{cases} Q_j(t) - \frac{Q''(t_0)}{Q''(t_0)} Q_j(t), & j = 1, 2 \\ Q_j(t) - \frac{Q''(t_0)}{Q''(t_0)} Q_{n-1}(t), & j = n - 2, ..., n - 3 \end{cases} \quad (18) \]
\[ R_j(t) = \begin{cases} R_j'(t_0) Q_j'(t_0), & j = 3, 4, ..., n - 3 \end{cases} \quad (19) \]
\[ Q_j(t) = \begin{cases} 0, & j = 0, 1, 2 \\ \frac{Q_j'(t_0)}{Q''(t_0)} Q_j(t), & j = n - 2, 3, 4, ..., n - 3 \end{cases} \]
\[ R_j(t) = \begin{cases} R_j'(t_0) Q_j'(t_0), & j = 3, 4, ..., n - 3 \end{cases} \quad (20) \]

The new set of basis functions in the approximation \( u(t) \) is \( \{ S_j(t), j = 2, 3, ..., n-2 \} \). Here \( v(t) \) takes care of given set of Dirichlet, Neumann, the second and the third order derivative type of boundary conditions and \( S_j(t) \)'s and its first, the second and the third order derivatives vanish on the boundary. In Petrov-Galerkin method, the number of basis functions in the approximation should match with the number of weight functions. Here the number of basis functions in the approximation for \( u(t) \) defined in (12) is \( n-3 \), where as the number of weight functions is \( n+6 \). So, there is a need to redefine the weight functions into a new set of weight functions which in number match with the number of basis functions. The procedure for redefining the weight functions is as follows:

Let us write the approximation for \( v(t) \) as
\[ v(t) = \sum_{j=3}^{n+2} \beta_j T_j(t) \quad (21) \]

where \( T_j(t) \)'s are sextic B-splines and here we assume that above approximation \( v(t) \) satisfies the conditions
\[ v(c) = 0, v(d) = 0, v'(c) = 0, v'(d) = 0, v''(c) = 0, v''(d) = 0, v'''(c) = 0, v'''(d) = 0 \]

Applying the boundary conditions (22) to (21), we get the approximate solution at the boundary points as
\[ v(c) = v(t_0) = \sum_{j=3}^{n+2} \beta_j T_j(t_0) = 0 \quad (23) \]
\[ v(d) = v(t_0) = \sum_{j=3}^{n+2} \beta_j T_j(t_0) = 0 \quad (24) \]
\[ v'(c) = v'(t_0) = \sum_{j=3}^{n+2} \beta_j T_j'(t_0) = 0 \quad (25) \]
\[ v'(d) = v'(t_0) = \sum_{j=3}^{n+2} \beta_j T_j'(t_0) = 0 \quad (26) \]
\[ v''(c) = v''(t_0) = \sum_{j=3}^{n+2} \beta_j T_j''(t_0) = 0 \quad (27) \]
\[ v''(d) = v''(t_0) = \sum_{j=3}^{n+2} \beta_j T_j''(t_0) = 0 \quad (28) \]
\[ v'''(c) = v'''(t_0) = \sum_{j=3}^{n+2} \beta_j T_j'''(t_0) = 0 \quad (29) \]
\[ v''(d) = v''(t_n) = \sum_{j=n-2}^{n+2} \beta_j T_j''(t_n) = 0 \] (30)

\[ v''(c) = v''(t_0) = \sum_{j=n-3}^{n} \beta_j T_j''(t_0) = 0 \] (31)

Eliminating \( \beta_2, \beta_3, \beta_5, \beta_6, \beta_7, \beta_9, \beta_{n1} \) and \( \beta_{n+2} \) from the equations (21) and (23) to (31), we get the approximation for \( v(t) \) as

\[ v(t) = \sum_{j=2}^{n-2} \beta_j V_j(t) \] (32)

where

\[
\begin{align*}
\hat{V}_j(t) &= \left\{ \begin{array}{ll}
V_j(t) - \frac{V_j''(t_0)}{V_j''(t_n)} V_i(t), & j = 2, 3, 4, \ldots, n - 2, \\
V_j(t), & j = 3, 4, \ldots, n - 4 \\
W_j(t), & j = 3, 4, \ldots, n - 4 \\
W_j(t), & j = n - 3, n - 2 \\
W_j(t) - \frac{W_j''(t_0)}{W_j''(t_n)} W_i(t), & j = 0, 1, 2 \\
W_j(t) - \frac{W_j''(t_0)}{W_j''(t_n)} W_i(t), & j = 1, 2 \\
W_j(t) - \frac{W_j''(t_0)}{W_j''(t_n)} W_i(t), & j = 3, 4, \ldots, n - 4 \\
W_j(t) - \frac{W_j''(t_0)}{W_j''(t_n)} W_i(t), & j = n - 3, n - 2, n - 1, n - 2 \\
W_j(t) - \frac{W_j''(t_0)}{W_j''(t_n)} W_i(t), & j = 3, 4, \ldots, n - 4 \\
W_j(t) - \frac{W_j''(t_0)}{W_j''(t_n)} W_i(t), & j = n - 3, n - 2, n - 1, n - 2 \\
\end{array} \right. \\
U_j(t) - \frac{U_j'(t_0)}{U_j'(t_n)} U_i(t), & j = -1, 0, 1, 2 \\
U_j(t), & j = 3, 4, \ldots, n - 4 \\
U_j(t) - \frac{U_j'(t_0)}{U_j'(t_n)} U_i(t), & j = n - 3, n - 2, n - 1, n - 2, n - 1, n - 2 \\
T_j(t) - \frac{T_j'(t_0)}{T_j'(t_n)} T_i(t), & j = -2, -1, 0, 1, 2 \\
T_j(t), & j = 3, 4, \ldots, n - 4 \\
T_j(t) - \frac{T_j'(t_0)}{T_j'(t_n)} T_i(t), & j = n - 3, n - 2, n - 1, n, n + 1.
\end{align*}
\] (35)

Integrating by parts the first six terms on the left hand side of (38) and after applying the boundary conditions prescribed in (2), we get

\[
\int i \hat{p}_0(t) u^{(0)}(t) \hat{V}_j(t) dt = \frac{d^4}{dt^4}\left[ p_0(t) \hat{V}_j(t) \right]_{t=0}^{t=1} u^{(5)}(t) 
\]

\[
- \frac{d^4}{dt^4}\left[ p_0(t) \hat{V}_j(t) \right]_{t=0}^{t=1} C_i + \frac{d^4}{dt^4}\left[ p_0(t) \hat{V}_j(t) \right]_{t=0}^{t=1} A_i 
\]

\[
+ \frac{d^4}{dt^4}\left[ p_0(t) \hat{V}_j(t) \right]_{t=0}^{t=1} u^{(4)}(t) dt
\] (39)

\[
\int i \hat{p}_0(t) u^{(0)}(t) \hat{V}_j(t) dt = \frac{d^4}{dt^4}\left[ p_0(t) \hat{V}_j(t) \right]_{t=0}^{t=1} u^{(5)}(t) dt
\]

\[
- \frac{d^4}{dt^4}\left[ p_0(t) \hat{V}_j(t) \right]_{t=0}^{t=1} C_i
\] (40)

\[
\int i \hat{p}_0(t) u^{(0)}(t) \hat{V}_j(t) dt = \frac{d^4}{dt^4}\left[ p_0(t) \hat{V}_j(t) \right]_{t=0}^{t=1} u^{(4)}(t) dt
\]

\[
\int i \hat{p}_0(t) u^{(0)}(t) \hat{V}_j(t) dt = \frac{d^4}{dt^4}\left[ p_0(t) \hat{V}_j(t) \right]_{t=0}^{t=1} u^{(3)}(t) dt
\]

\[
\int i \hat{p}_0(t) u^{(0)}(t) \hat{V}_j(t) dt = \frac{d^4}{dt^4}\left[ p_0(t) \hat{V}_j(t) \right]_{t=0}^{t=1} u^{(2)}(t) dt
\]

\[
\int i \hat{p}_0(t) u^{(0)}(t) \hat{V}_j(t) dt = \frac{d^4}{dt^4}\left[ p_0(t) \hat{V}_j(t) \right]_{t=0}^{t=1} u^{(1)}(t) dt
\]

Substituting (39) to (44) in (38) and using the approximation for \( v(t) \) given in (12), and after rearranging the terms for resulting equations, we get a system of equations in the matrix form as

\[
A \alpha = B
\]

where

\[
A = [a_{ij}]
\] (45)
\[ a_{ij} = \left\{ \begin{array}{c} \frac{d^6}{dt^6} \left[ p_0(t)V_j(t) \right] - \frac{d^3}{dt^3} \left[ p_3(t)V_j(t) \right] \\
+ \frac{d^4}{dt^4} \left[ p_2(t)V_j(t) \right] + p_6(t)V_j(t) \right\}_{S_j^{(4)}} \]

\[ + \left[ \frac{d^4}{dt^4} \left[ p_3(t)V_j(t) \right] + p_7(t)V_j(t) \right\}_{S_j^{(4)}} \\
+ \left[ \frac{d^4}{dt^4} \left[ p_4(t)V_j(t) \right] + p_8(t)V_j(t) \right\}_{S_j^{(4)}} \]

\[ + \left[ \frac{d^4}{dt^4} \left[ p_5(t)V_j(t) \right] + p_9(t)V_j(t) \right\}_{S_j^{(4)}} \\
+ \left[ \frac{d^4}{dt^4} \left[ p_{10}(t)V_j(t) \right] \right\}_{S_j^{(5)}}(t_n) \]

for \( i = 2, 3, \ldots, n-2; j = 2, 3, \ldots, n-2 \).

The exact solution for the above problem is \( u = t(1-t)e' \).

The proposed method is tested on this problem where the domain \([0, 1]\) is divided into 10 equal subintervals. The obtained numerical results for this problem are given in Table 1. The maximum absolute error obtained by the proposed method is \(8.905812\times 10^{-6}\).

\[ \begin{array}{c|c}
\hline t & \text{Absolute error by the proposed method} \\
\hline 0.1 & 9.029066E-07 \\
0.2 & 5.777913E-06 \\
0.3 & 8.905812E-06 \\
0.4 & 8.701042E-06 \\
0.5 & 7.126059E-06 \\
0.6 & 5.418603E-06 \\
0.7 & 3.075147E-06 \\
0.8 & 1.373522E-06 \\
0.9 & 1.987132E-07 \\
\hline
\end{array} \]

\[ B = \{ b_i \}; \]

\[ b_i = \int_0^1 \left[ \left( \frac{d^6}{dt^6} \left( p_0(t)V_i(t) \right) - \frac{d^3}{dt^3} \left( p_3(t)V_i(t) \right) \right) \\
+ \left( \frac{d^4}{dt^4} \left( p_2(t)V_i(t) \right) + p_6(t)V_i(t) \right\}_{S_i^{(4)}} \right] \\
+ \left( \frac{d^4}{dt^4} \left( p_3(t)V_i(t) \right) + p_7(t)V_i(t) \right\}_{S_i^{(4)}} \\
+ \left( \frac{d^4}{dt^4} \left( p_4(t)V_i(t) \right) + p_8(t)V_i(t) \right\}_{S_i^{(4)}} \]

\[ + \left( \frac{d^4}{dt^4} \left( p_5(t)V_i(t) \right) + p_9(t)V_i(t) \right\}_{S_i^{(4)}} \\
+ \left( \frac{d^4}{dt^4} \left( p_{10}(t)V_i(t) \right) \right\}_{S_i^{(5)}}(t_n) \]

for \( i = 2, 3, \ldots, n-2 \).

\[ a = [a_2, a_3, \ldots, a_{n-2}]^T. \]

\section{5. NUMERICAL RESULTS}

To demonstrate the applicability of the proposed method for solving the tenth order boundary value problems of the type (1) and (2), we considered three linear and three nonlinear boundary value problems. The obtained numerical results for each problem are presented in tabular forms and compared with the exact solutions available in the literature.

\textbf{Example 1: Consider the linear boundary value problem}

\[ u^{(10)} + tu = -(80 + 19t + t^4)e', \quad 0 < t < 1 \]

subject to

\[ u(0) = 0, u'(0) = 1, u''(0) = -e, \\
u'''(0) = 0, u^{(4)}(1) = -16e, \]

\[ u^{(4)}(0) = -8, u^{(4)}(1) = -9e, \]

\[ u^{(4)}(1) = -9e. \]

The exact solution for the above problem is \( u = t(1-t)e' \).

The proposed method is tested on this problem where the domain \([0, 1]\) is divided into 10 equal subintervals. The obtained numerical results for this problem are given in Table 1. The maximum absolute error obtained by the proposed method is \(8.905812\times 10^{-6}\).

\[ \begin{array}{c|c}
\hline t & \text{Absolute error by the proposed method} \\
\hline 0.1 & 9.029066E-07 \\
0.2 & 5.777913E-06 \\
0.3 & 8.905812E-06 \\
0.4 & 8.701042E-06 \\
0.5 & 7.126059E-06 \\
0.6 & 5.418603E-06 \\
0.7 & 3.075147E-06 \\
0.8 & 1.373522E-06 \\
0.9 & 1.987132E-07 \\
\hline
\end{array} \]

\textbf{Example 2: Consider the linear boundary value problem}

\[ u^{(10)} - (t^2 - 2)u = 10\cos t - (t-1)^2(t+1)\sin t, \quad -1 \leq t \leq 1 \]

subject to

\[ u(-1) = 2\sin 1, u(t) = 0, \\
u''(1) = -2\cos 1 - \sin 1, u(t) = 1, \\
u''''(1) = 2\cos 1 - 2\sin 1, u(t) = 2\cos 1, \\
u''''(1) = 2\cos 1 + 3\sin 1, u(t) = 3\sin 1, \\
u^{(4)}(1) = -4\cos 1 + 2\sin 1, u^{(4)}(1) = -4\cos 1. \]

The exact solution for the above problem is \( u = (t-1)\sin t \).

The proposed method is tested on this problem where the domain \([-1, 1]\) is divided into 10 equal subintervals. The obtained numerical results for this problem are given in Table 2. The maximum absolute error obtained by the proposed method is \(4.529579\times 10^{-6}\).
Table 2: Numerical results for Example 2

<table>
<thead>
<tr>
<th>( t )</th>
<th>Absolute error by the proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.8</td>
<td>1.877546E-07</td>
</tr>
<tr>
<td>-0.6</td>
<td>1.830607E-06</td>
</tr>
<tr>
<td>-0.4</td>
<td>3.629923E-06</td>
</tr>
<tr>
<td>-0.2</td>
<td>4.529579E-06</td>
</tr>
<tr>
<td>0.0</td>
<td>3.836668E-06</td>
</tr>
<tr>
<td>0.2</td>
<td>1.795404E-06</td>
</tr>
<tr>
<td>0.4</td>
<td>8.996576E-08</td>
</tr>
<tr>
<td>0.6</td>
<td>5.906447E-07</td>
</tr>
<tr>
<td>0.8</td>
<td>4.263596E-07</td>
</tr>
</tbody>
</table>

Example 3: Consider the linear boundary value problem

\[
u^{(10)} + u^{(9)} + \sin t u^{(4)} + \cos t u''' + t^2 u = (2 + \sin t + \cos t + t^2)e^t, \quad 0 < t < 1
\] (50)

subject to

\[u(0) = 1, \quad u(1) = e, \quad u'(0) = 1, \quad u'(1) = e, \quad u''(0) = 1, \quad u''(1) = e, \quad u^{(4)}(0) = 1, u^{(4)}(1) = e.
\]

The exact solution for the above problem is \( u = e^t \).

The proposed method is tested on this problem where the domain \([0, 1]\) is divided into 10 equal subintervals. The obtained numerical results for this problem are given in Table 3. The maximum absolute error obtained by the proposed method is 5.668445x10^-6.

Table 3: Numerical results for Example 3

<table>
<thead>
<tr>
<th>( t )</th>
<th>Absolute error by the proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.818752E-07</td>
</tr>
<tr>
<td>0.2</td>
<td>1.007892E-06</td>
</tr>
<tr>
<td>0.3</td>
<td>2.970629E-06</td>
</tr>
<tr>
<td>0.4</td>
<td>5.213757E-06</td>
</tr>
<tr>
<td>0.5</td>
<td>5.668445E-06</td>
</tr>
<tr>
<td>0.6</td>
<td>3.796645E-06</td>
</tr>
<tr>
<td>0.7</td>
<td>1.136720E-06</td>
</tr>
<tr>
<td>0.8</td>
<td>4.546880E-07</td>
</tr>
<tr>
<td>0.9</td>
<td>6.214070E-07</td>
</tr>
</tbody>
</table>

Example 4: Consider the nonlinear boundary value problem

\[
u^{(10)} + e^{-t} u^2 = e^t + e^{-3t}, \quad 0 < t < 1
\] (51)

subject to

\[u(0) = 1, \quad u(1) = e^{-1}, \quad u'(0) = -1, \quad u'(1) = -e^{-1},
\]

\[u''(0) = 1, \quad u''(1) = e^{-1}, \quad u'''(0) = -1, \quad u'''(1) = e^{-1},
\]

\[u^{(4)}(0) = 1, u^{(4)}(1) = e^{-1}.
\]

The exact solution for the above problem is \( u = e^{-t} \).

The nonlinear boundary value problem (51) is converted into a sequence of linear boundary value problems generated by quasilinearization technique [14] as

\[
u^{(10)} + 2e^{-t} u^{(9)} u^{(10)} = e^{-t} u^{(8)} + e^t + e^{-3t},
\]

\[n = 0, 1, 2, \ldots
\] (52)

subject to

\[u^{(n+1)}(0) = 1, u^{(n+1)}(1) = e^{-1}, u'_{(n+1)}(0) = -1, u'_{(n+1)}(1) = -e^{-1},
\]

\[u''_{(n+1)}(0) = 1, u''_{(n+1)}(1) = e^{-1}, u'''_{(n+1)}(0) = -1, u'''_{(n+1)}(1) = -e^{-1},
\]

\[u^{(4)}_{(n+1)}(0) = 1, u^{(4)}_{(n+1)}(1) = e^{-1}.
\]

Here \( u^{(n+1)}_{(n+1)} \) is the \( (n+1) \)th approximation for \( u(t) \). The domain \([0, 1]\) is divided into 10 equal subintervals and the proposed method is applied to the sequence of linear problems (52). The obtained numerical results for this problem are presented in Table 4. The maximum absolute error obtained by the proposed method is 8.679540x10^-6.

Table 4: Numerical results for Example 4

<table>
<thead>
<tr>
<th>( t )</th>
<th>Absolute error by the proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>4.658996E-07</td>
</tr>
<tr>
<td>0.2</td>
<td>2.27732E-06</td>
</tr>
<tr>
<td>0.3</td>
<td>5.677075E-06</td>
</tr>
<tr>
<td>0.4</td>
<td>8.679540E-06</td>
</tr>
<tr>
<td>0.5</td>
<td>8.317173E-06</td>
</tr>
<tr>
<td>0.6</td>
<td>4.745275E-06</td>
</tr>
<tr>
<td>0.7</td>
<td>9.666505E-07</td>
</tr>
<tr>
<td>0.8</td>
<td>6.298275E-07</td>
</tr>
<tr>
<td>0.9</td>
<td>4.227609E-07</td>
</tr>
</tbody>
</table>

Example 5: Consider the nonlinear boundary value problem

\[
u^{(10)} = \frac{14175}{4} (t + u + 1)^{11}, \quad 0 < t < 1
\] (53)

subject to

\[u(0) = 0, \quad u(1) = 0, \quad u'(0) = -0.5, \quad u'(1) = 1,
\]

\[u''(0) = 0.5, \quad u''(1) = 4, \quad u'''(0) = 0.75, \quad u'''(1) = 12,
\]

\[u^{(4)}(0) = 1.5, u^{(4)}(1) = 48.
\]

The exact solution for the above problem is \( u = \frac{2}{2-t} - t - 1 \).

The nonlinear boundary value problem (53) is converted into a sequence of linear boundary value problems generated by quasilinearization technique [14] as

\[
u^{(10)}_{(n+1)} = \frac{155925}{4} (t + u + 1)^{10} \left(t + u + 1 + 10 u_{(n)} \right)
\]

\[\quad = \frac{14175}{4} \left(t + u + 1 \right)^{10} \left(1 + t - 10 u_{(n)} \right), \quad n = 0, 1, 2, \ldots
\]
subject to

$$u_{(n+1)}(0) = 0, u_{(n+1)}(1) = 0, u'_{(n+1)}(0) = -0.5, u'_{(n+1)}(1) = 1,$$
$$u''_{(n+1)}(0) = 0.5, u''_{(n+1)}(1) = 4, u'''_{(n+1)}(0) = 0.75, u'''_{(n+1)}(1) = 12,$$
$$u^{(4)}_{(n+1)}(0) = 1.5, u^{(4)}_{(n+1)}(1) = 48.$$  \tag{54}

Here $u_{(n+1)}$ is the $(n+1)^{th}$ approximation for $u(t)$. The domain $[0, 1]$ is divided into 10 equal subintervals and the proposed method is applied to the sequence of linear problems (54). The obtained numerical results for this problem are presented in Table 5. The maximum absolute error obtained by the proposed method is $1.488268 \times 10^{-6}$.

### Table 5: Numerical results for Example 5

<table>
<thead>
<tr>
<th>$t$</th>
<th>Absolute error by the proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>3.543496E-08</td>
</tr>
<tr>
<td>0.2</td>
<td>2.196968E-07</td>
</tr>
<tr>
<td>0.3</td>
<td>7.051557E-07</td>
</tr>
<tr>
<td>0.4</td>
<td>1.321724E-06</td>
</tr>
<tr>
<td>0.5</td>
<td>1.488268E-06</td>
</tr>
<tr>
<td>0.6</td>
<td>1.059505E-06</td>
</tr>
<tr>
<td>0.7</td>
<td>4.323066E-07</td>
</tr>
<tr>
<td>0.8</td>
<td>4.252195E-08</td>
</tr>
<tr>
<td>0.9</td>
<td>2.834797E-08</td>
</tr>
</tbody>
</table>

**Example 6:** Consider the nonlinear boundary value problem

$$u^{(10)} + u^{(9)} + u^{(4)}u + \cos u u' = (2 + e^{2t} + \cos(e^t))e', \quad 0 < t < 1$$  \tag{55}

subject to

$$u(0) = 1, u(1) = e, u'(0) = 1, u'(1) = e, u''(0) = 1,$$
$$u''(1) = e, u'''(0) = 1, u'''(1) = e, u^{(4)}(0) = 1, u^{(4)}(1) = e.$$  \tag{56}

The exact solution for the above problem is $u = e^t$.

The nonlinear boundary value problem (55) is converted into a sequence of linear boundary value problems generated by quasilinearization technique [14] as

$$u^{(10)}_{(n+1)} + u^{(9)}_{(n+1)} + u^{(4)}_{(n+1)}u + \cos(u_{(n+1)})u_{(n+1)}' + \left(2u_{(n+1)}^{(4)} - \sin(u_{(n)})u_{(n)}' \right)u_{(n+1)}''' = \left(2u_{(n)}^{(4)} - \sin(u_{(n)})u_{(n)}' \right)u_{(n)}''' + \left(2 + e^{2t} + \cos(e^t)\right)e', \quad n = 0, 1, 2, ...$$  \tag{56}

subject to

$$u_{(n+1)}(0) = 1, u_{(n+1)}(1) = e, u'_{(n+1)}(0) = 1, u'_{(n+1)}(1) = e,$$
$$u''_{(n+1)}(0) = 1, u''_{(n+1)}(1) = e, u'''_{(n+1)}(0) = 1, u'''_{(n+1)}(1) = e,$$
$$u^{(4)}_{(n+1)}(0) = 1, u^{(4)}_{(n+1)}(1) = e.$$  \tag{56}

Here $u_{(n+1)}$ is the $(n+1)^{th}$ approximation for $u(t)$. The domain $[0, 1]$ is divided into 10 equal subintervals and the proposed method is applied to the sequence of linear problems (56). The obtained numerical results for this problem are presented in Table 6. The maximum absolute error obtained by the proposed method is $7.127641 \times 10^{-6}$.

### Table 6: Numerical results for Example 6

<table>
<thead>
<tr>
<th>$t$</th>
<th>Absolute error by the proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>2.520382E-07</td>
</tr>
<tr>
<td>0.2</td>
<td>1.350924E-06</td>
</tr>
<tr>
<td>0.3</td>
<td>3.871307E-06</td>
</tr>
<tr>
<td>0.4</td>
<td>6.684054E-06</td>
</tr>
<tr>
<td>0.5</td>
<td>7.127641E-06</td>
</tr>
<tr>
<td>0.6</td>
<td>4.597178E-06</td>
</tr>
<tr>
<td>0.7</td>
<td>1.209783E-06</td>
</tr>
<tr>
<td>0.8</td>
<td>6.855440E-07</td>
</tr>
<tr>
<td>0.9</td>
<td>8.266854E-07</td>
</tr>
</tbody>
</table>

**6. CONCLUSION**

In this paper, we have employed a Petrov-Galerkin method with quintic B-splines as basis functions and sextic B-splines as weight functions to solve a general tenth order boundary value problem with special case of boundary conditions. The quintic B-spline basis set has been redefined into a new set of basis functions which vanish on the boundary where the Dirichlet, the Neumann, the second order derivative and the third order derivative type of boundary conditions are prescribed. The sextic B-splines are redefined into a new set of weight functions which in number match the number of redefined set of basis functions. The solution to a nonlinear problem has been obtained as the limit of a sequence of solution of linear problems generated by the quasilinearization technique [14]. The proposed method has been tested on three linear and three nonlinear tenth order boundary value problems. The numerical results obtained by the proposed method are in good agreement with the exact solutions available in the literature. The strength of the proposed method lies in its easy applicability, accurate and efficient to solve tenth order boundary value problems.
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