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ABSTRACT
A hybrid deep learning model has been developed in this research which is the combination of a deep neural network and the fuzzy inference system. This model is termed in this paper as Hybrid Deep Neural Network (HDNN). In this model, we have integrated the Sugeno fuzzy inference system with the deep neural network. This model has been used in the task of stock market prediction. Through this model, the day’s closing price of a stock has been predicted on the basis of certain factors as parameters which affect the price of a stock. We have tested our model in the prediction of seven stocks and compared the result of prediction with popular similar models. It was found that the HDNN model has the best performance in this task. In this paper, we will present the comparison of HDNN model with five other machine learning models- Generalized Linear Model (GLM), Multilayer Perceptron (MLP), Gradient Boost Model (GBM), Random Forest Model (RF) and the Deep Neural Network (DNN).
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1. INTRODUCTION
There has been a long research in the field of stock market prediction [1]. The stock market is considered to be very dynamic and complex in nature. An accurate prediction of future prices may lead to higher yield of profit to investors through stock investments. As per the prediction, the investor shall be able to pick the stocks which may give a higher return. Almost every investor today wants to analyze the stock which he or she wishes to pick for investment. There are many investment based companies which invest money of their clients in stock. These companies also follow many analytics techniques.

The early prediction methods in this domain used to take high effort from the analysts and their result were hard to match the fluctuating prices of stocks. Most of them were based on conventional statistical techniques. This was the era when machine learning was not a trend. But the time has changed and many analytics works are done on the basis of machine learning techniques. Various machine learning tools have been used by the researchers to predict the prices of stocks. Various models of the artificial neural network have been used in stock price prediction with their own strength and limitation [2]. After the improvement and advancement in the field of predictive analytics, now deep learning techniques are in trend [3]. They are more capable and have better performance than conventional machine learning techniques. Popular deep learning techniques like variants of deep neural networks have been used in stock market prediction and their result has been much better than the conventional machine learning or statistical techniques [4].

In this research, we have developed a new model of the deep neural network. This model is a hybrid model in which a deep neural network has been integrated with the fuzzy inference system. The resultant model may be termed as the Hybrid Deep Neural Network (HDNN). In this HDNN model both the deep neural network and fuzzy inference system have their own capability and due to these special features we have used this model in our work. There are possibilities that some uncertainties may remain present in the data available for predictive analytics. We need to make predictions on the basis of this data based on machine learning algorithms. But the neural network model cannot handle the uncertainties present in the data. To handle these uncertainties, fuzzy inference system may be applied. If both models are combined together, this new model will have the capability to make predictions by learning from the data with handling the uncertain information.

The performance of the HDNN model is compared with five other machine learning models- Generalized Linear Model (GLM), Multilayer Perceptron (MLP), Gradient Boost Model (GBM), Random Forest Model (RF) and the Deep Neural Network (DNN). These are the popularly used models used in the similar domains. We will present the survey of results and show the percent relative efficiencies of each model.

2. RESEARCH METHODOLOGIES
There are various machine learning methods which are used in predictive analytics. Each model works on an algorithm and trained on the previous datasets. A model after training will be able to predict the output value on the given set of input values. In this section, we will present a brief description of the three above discussed models.

2.1 Hybrid Deep Neural Network

![Figure 1: Hybrid Deep Neural Network (HDNN)](image)

We have developed a hybrid model of neural network. This model is the integration of fuzzy inference system with a deep neural network. This model is based on a fuzzy neural network with multiple hidden layers. A fuzzy neural network is a learning model which applies the parameters of fuzzy systems by exploiting the techniques from neural networks. The deep neural network with n number of hidden layers is used in our model and the value of n can be fixed at the time of training. More hidden layers in the network will give the better accuracy in the result but the increase in the number of
hidden layers results in an increase in the complexity of the system and hence degrades the performance of training. So deciding the number of hidden layers is also the part of the training process. This HDNN model is represented in figure 1 given below.

At each node of the network, we have used Sugeno Fuzzy Inference System (FIS). This FIS will map the input to its corresponding output. First, the fuzzy rules $\Sigma'$ will be determined for this process which can be followed as:

If \( (x \text{ is } A) \text{ AND } (y \text{ is } B) \) Then \( z = f(x, y) \)  
\[
(1)
\]
where, \( f(x, y) \) is the polynomial of the first order. It gives the first order Sugeno fuzzy model which can be described as

Rule 1: If \( (x \text{ is } A_1) \text{ AND } (y \text{ is } B_1) \) Then \( f_1(x, y) = p_1x + q_1y + r_1 \)

Rule 2: If \( (x \text{ is } A_2) \text{ AND } (y \text{ is } B_2) \) Then \( f_2(x, y) = p_2x + q_2y + r_2 \)

where, \( p, q \) and \( r \) are the fuzzy parameters.

The training of HDNN is performed using a hybrid learning algorithm which was presented by Lang. The least square method is used in this algorithm which identifies the consequent parameters on the fourth layer during the forward pass. These parameters are updated using gradient descent method during backward pass an error is propagated in the backward direction.

In the process of fuzzification, with the Gaussian membership function, we have converted all the input values into corresponding fuzzy values. The Gaussian membership function used in fuzzification is given in equation 3.

\[
\mu_{A_1}(x) = \exp \left[ -\frac{(x-a)^2}{2b^2} \right]
\]

where \( \mu_{A_1} \) is the degree of membership function for fuzzy set \( A_1 \) and \( a \) and \( b \) are the parameters of membership function that can change the shape of the membership function. Once the input values are converted into fuzzy values, these fuzzified inputs will be combined according to the fuzzy rule to establish a rule strength. The consequence of this rule will then be found by combining the rule strength and the output membership function. These consequences are then combined to get an output distribution and this output distribution is finally defuzzified. This defuzzification of output distribution will be done by the Mean of Maximum (MoMax) method which is given in equation 4.

\[
z = \sum_{j=1}^{l} z_j
\]

where \( z \) is the mean of maximum, \( z_j \) is the point at which the membership function is maximum and \( l \) is the number of times the output distribution reaches the maximum level. After this defuzzification process, the output in crisp form is received at the output layer.

Algorithm

1. For fuzzification, use Gaussian function \( \mu \) to convert crisp input values into corresponding fuzzy values.
2. Determine fuzzy rule \( \Sigma' \) according to the input values. Use \( T \)-norms for fuzzy operations fuzzy OR and fuzzy AND.
3. Initialize the fuzzy parameters \( p, q \) and \( r \).
4. Repeat steps 5 to 11 until training conditions met.
5. Update the fuzzy parameters \( p, q \) and \( r \) using least square method in forward pass and using gradient descent method in backward pass.
6. Update the number of hidden layers and number of nodes at each layer.
7. Combine fuzzy inputs according to \( \Sigma' \) to establish rule strength.
8. Find the consequence of the rule by combining \( \Sigma' \) with \( \mu \).
9. Obtain the output distribution by combining the consequences.
10. Obtain the crisp output \( z \) by MoMax method.
11. Match the obtained output with target output.

Algorithm: Hybrid Deep Neural Network (HDNN)

The steps used in the above algorithm are used in our HDNN model for the prediction of stock closing prices. In the above algorithm, we have proposed to take a random number of hidden layers and a random number of nodes at each layer. This number can be adjusted at the time of training according to the accuracy of the model and training performance. There is no any predefined method to find the number of hidden layers and number of nodes at each layer. So it is decided while training by adjusting the numbers at each epoch of training. The fuzzy parameters discussed in the algorithm can be initialized by random values and these can also be adjusted at the time of training.

This hybrid deep learning model which is Hybrid Deep Neural Network is a concept which integrates fuzzy system and the deep neural network. Both systems have several advantages and disadvantages. The limitations of each system can be addressed after combining with the other system. The fuzzy system gets the feature of learning from observed data due to the presence of neural network together. Similarly, the deep neural network gets the feature of handling the uncertain or imprecise information due to the presence of fuzzy system. They both disappear the limitation of each other after integration.

2.2 Generalized Linear Model

![Figure 2: Generalized Linear Model](image-url)
Generalized linear model, introduced by John Nelder and Robert Wedderburn, is an extension of ordinary linear regression models which is useful in the cases when the dependent variable does not have normal error distribution [51]. This model has a special characteristic that it unifies the statistical models like linear regression, logistic regression, and Poisson regression models [6]. It is represented in figure 2:-

In the generalized linear model, it is assumed that the dependent variable Y follows a distribution in exponential family. In this model, the mean \( \mu \) depends on the independent variables \( x_i \). This mean is assumed to be a non-linear function of \( x_i\beta \) as:

\[
E(Y) = \mu = g^{-1}(x_i\beta)
\]  

(5)

where \( E(Y) \) is the expected value of \( Y \), \( \beta \) is an unknown parameter, and \( g \) is called the link function. Link function in GLM specifies the linking relation between linear model and dependent variable.

GLM consists if the three elements- Probability distribution, linear predictor and a link function. The probability distribution originates from the exponential family. The linear predictor, denoted by \( \eta \), combines the information about the independent variables in the model. It is expressed as the linear combination of unknown parameters as \( \eta = x_i\beta \). The link function mainly relates this linear predictor with the mean of the distribution function.

There are mainly two fitting methods used in GLM- Maximum Likelihood and Bayesian methods. The estimation process in maximum likelihood method may be found using Newton-Raphson method as:

\[
B_{(n+1)} = B_{(n)} - \tau^{-1}(B_{(n)}u\beta_{(n)})
\]

(6)

where \( \tau \) is the observed information matrix and \( u\beta_{(n)} \) is the score function. The Bayesian method is mainly used for approximation of posterior distribution.

GLM models are used in such cases where linear regression models have a limitation in work. Linear models which work on normal distribution may have a limitation in modeling measured proportions. It has limitation to observe data where the variance in data increases with the mean.

2.3 Multilayer Perceptron

![Multilayer Perceptron Model](image)

A multilayer perceptron is a feedforward model of the artificial neural network. It maps a set of input data onto appropriate outputs. This model consists an input layer, an output layer and one or more than one hidden layers between input and output layers. These layers consist of a set of processing neurons. Every neuron of a layer is connected to each neuron of its neighboring layers [7]. The connecting paths are unidirectional in the forward direction- from input layer towards output layer. That is why this model is termed as feedforward model. For the training of multilayer perceptrons, backpropagation learning method is mainly used [8]. The architecture of this model is represented in figure 3.

The net input \( X_{in} \) and net output \( Y_{out} \) of this network can be obtained as:

\[
X_{in} = X \times W
\]

(7)

and

\[
Y_{out} = H_{out} \times V
\]

(8)

where \( X \) is the input vector, \( W \) is the weight matrix of weights between input and hidden layer, \( H_{out} \) is the output from hidden layer and \( V \) is weight matrix of weights between the hidden layer and an output layer. When an input vector is applied at the input layer of the network, it produces the corresponding output vector. The process of learning is followed to match the produced output with the desired output. In the process of learning, weights associated with the interconnections between layers are changed at each iteration of training. This change in weight is based on the error calculated in the produced output. This process is followed in backpropagation learning, a supervised learning approach. This is an extension of least square method [9].

If the error in \( n^{th} \) output node at \( t^{th} \) iteration is denoted by \( e_n(t), \) then it can be minimized as:

\[
e(i) = \frac{1}{2} \sum e_n^2(i)
\]

(9)

and the change in weight can be obtained as:

\[
\Delta w_n(i) = -\eta \frac{\partial e(i)}{\partial \gamma_j} \gamma_j(i)
\]

(10)

where \( \gamma_j \) is the output of previous \( j^{th} \) neural node and \( \eta \) is the learning rate which used for convergence of weights.

The multilayer perceptrons with backpropagation learning have been used very widely in many classification and prediction applications. With the feature of machine learning, they have an advantage over ordinary linear regression models [10].

2.4 Gradient Boost Model

Gradient boost is a machine learning method popularly used in regression and classification to develop predictive models [11]. Gradient boosting consists of three elements- a loss function, a weak learner and an additive model. The loss function is used for optimization and it is used as per the requirement of problem. Weak learners are used for making predictions. Decision trees are mainly used as weak learners in this model. Additive models are used to add weak learners which can minimize the loss function.

Decision trees are generally used as base learners in gradient boosting. A gradient boosting method has been proposed by Friedman which is used to improve the learning with gradient boosting [12]. According to Friedman, a gradient boosting model using decision trees can be formulated as:

\[
F_m(x) = F_{m-1}(x) + \gamma_m h_m(x)
\]

(11)

and

\[
\gamma_m = \arg \min \gamma \Sigma_{i=1}^n L(y_i, F_{m-1}(x_i) + \gamma h_m(x_i))
\]

(12)

where \( F_m \) is the model at the \( m^{th} \) stage of gradient boosting, \( x \) is the input value, \( \gamma \) is the coefficient and \( h_m \) is the decision tree at \( m^{th} \) stage.
Figure 4: Gradient Boosting Model with Decision trees

There is a parameter called a number of nodes in the tree is used in this model. This parameter allows the level of interaction between variables. It can be adjusted according to the data set used for training. A gradient boosting model with decision trees is represented in figure 4.

2.5 Random Forest

Random forest is a machine learning method belongs to the class of ensemble learning. It is widely used for classification and regression problems [13]. This model is formed with the decision trees and it predicts the output as the mean of the prediction of each individual decision trees in case of regression. In case of classification, it predicts output as the mode of the outputs of each individual decision tree [14]. A typical random forest can be represented as given in figure 5.

2.6 Deep Neural Network

A deep neural network (DNN) is a variety of artificial neural network which has more than one hidden layers [16]. DNNs have a special feature that they can model the complex relationships which are non-linear. DNNs generally have the feedforward architecture. Some recurrent architecture has also been used by researchers in language modeling [17]. Convolutional neural networks have been used as deep neural networks very popularly in the area of image processing [18]. A typical architecture of the deep neural network is represented in figure 6.

Table 1: Description of Parameters

<table>
<thead>
<tr>
<th>S. No</th>
<th>Parameter Type</th>
<th>Parameter Name</th>
<th>Parameter Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Input</td>
<td>SENSEX</td>
<td>BSE Sensex Index value</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>NIFTY 50</td>
<td>NSE Nifty 50 Index Value</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>ST_52_High</td>
<td>Stock’s 52 weeks highest price</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>ST_52_Low</td>
<td>Stock’s 52 weeks lowest price</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>PREV_CLOSE</td>
<td>Previous day closing price of the stock</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>DOLLAR</td>
<td>Current Dollar to INR rate</td>
</tr>
</tbody>
</table>
There are a lot of factors which affects the stock market and the price of each individual stock. Total 10 factors we have taken as an input parameter in our dataset which is the most important factors. Indian stock market is dependent on factors including domestic and global factors. Global factors like Dollar price, crude oil price, performance of US stock market and the opening of Japanese stock market leaves a great impression on the Indian stock market. There is an important reason of including the indices of US and Japanese stock market. First, they both are the big economies and have an important impact on the global economy. Second, US stock market is a very importantly considered stock market which closes in last among all the global markets and gives an impact on the opening of other global markets for next day. Japanese stock market is also an importantly considerable stock market which opens earlier among all the global markets and it also gives an impact on the opening of global stock markets.

We have used a parameter named SENT_SCR which is the market sentiment is given in the range of 0 to 5. A lower score will be given when the market is in bearish form and a higher score will be given when the market is in bullish form. 52 week’s highest and lowest prices of a stock are also taken as input parameters because it also has an importance while investing or selling a stock by the investors. When a stock reaches its 52 weeks highest, there are chances that profit booking may start in the stock. If news about the stock I good and it is moving around it 52 weeks lowest then many investors prefer this type of stock for investment.

We have taken 4 years, January 2014 to December 2017, historical prices of 7 stocks - Infosys, SBI, ONGC, Tata Motors, Reliance Industries, Adani Enterprise, and Future Retail. While selecting these stocks, we have taken care to choose a dominating stock from each major sector of the stock market. Apart from the historical prices of these 7 stocks, we have also collected the historical prices of the same duration for all the remaining input parameters. Firstly these parameters are arranged in the data frame for each individual stock for preprocessing. We have applied our HDNN model for day closing price prediction of each individual stock. 70% of the data is used for training purpose and 30% of the data is used for testing purpose. On the successful prediction for one stock, the model will be applied to remaining 6 stocks one by one for predicting their day closing prices. Finally, we will present a consolidated performance and result in an analysis of prediction by the model.

We have fixed our HDNN model as a 10-12*3-1 network. There are 10 nodes at input layer because there are 10 input parameters. There are 3 hidden layers with 12 nodes at each layer. To predict the output, 1 node is taken at the output layer. First, we have applied our model to predict the day closing price of Infosys. It has given 97.2% accuracy in the prediction. Later we have applied our model on remaining 6 stocks for prediction of their day closing prices.

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>CRUDE</td>
<td>Current crude oil price</td>
</tr>
<tr>
<td>8</td>
<td>HANG_SENG</td>
<td>Hang Seng Index</td>
</tr>
<tr>
<td>9</td>
<td>DAX</td>
<td>Dow Jones Index</td>
</tr>
<tr>
<td>10</td>
<td>SENT_SCR</td>
<td>Market sentiment score</td>
</tr>
<tr>
<td>11</td>
<td>Output</td>
<td>DAY_CLOSE</td>
</tr>
</tbody>
</table>
In the figures from 8.1 to 8.6, the performance of HDNN in predicting the day’s closing prices of seven stock has been represented. It can be seen in these figures that the model has a good performance in the task of prediction.

Performance Evaluation
The following parameters have been used to evaluate the performance of the HDNN model.

(a) Mean Squared Error (MSE): The MSE measures the quality of a predictor. If Y is a vector of n predictions, and X is the vector of observed values of the variable being predicted, then the MSE can be calculated as:

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (X_i - Y_i)^2
\]  

(b) Root Mean Square Error (RMSE): The RMSE is used as a measure of differences between values predicted by a predictor and actual values. It is the square root of MSE. It can be calculated as:

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n} (X_i - Y_i)^2}{n}}
\]
where $Y$ is a vector of $n$ predictions, and $X$ is the vector of observed values of the variable being predicted.

(c). Mean Absolute Error (MAE): The MAE is the measure of differences between two continuous variables. It can be calculated as:

$$\text{MAE} = \frac{\sum_{i=1}^{n}|y_i - x_i|}{n} \quad (20)$$

where $Y$ is a vector of $n$ predictions, and $X$ is the vector of observed values of the variable being predicted.

The performance of HDNN model during training is given in table 2.

The performance of HDNN during testing and validation is given in table 3.

It can be seen in the table 2 and 3 that the HDNN model has a better performance in testing and validation as compared to the performance of the training. This shows that the model is best fitted and it has not an issue of overfitting. A model which as better performance in training than that in testing and validation is said to be overfitted.

The accuracy of the HDNN model in prediction in five runs is given in table 4.

It can be seen in the above table that the average accuracy of HDNN is more than 93% in all the runs. Now the performance of HDNN model will be compared with the existing similar important models on the basis of important performance measuring parameters. We will compare the performance of our HDNN model with Generalized Linear Model (GLM), Multilayer Perceptron (MLP), Gradient Boost Model (GBM), Random Forest Model (RFM), and Deep Neural Network (DNN). We will compare the performances of each of the model in terms of accuracy in prediction which is given in table 5.

**Percent Relative Efficiency**

To find out the performance of a model in comparison to other models can be obtained by calculating the percent relative efficiency (PRE). It will show how efficient a model is in front of the rest of the similar models. To calculate the PRE, mean squared error of the new model and the compared old model is used. It can be calculated as:

$$\text{PRE (new)} = \frac{\text{MSE (old)} \times 100}{\text{MSE (new)}} \quad (21)$$

<table>
<thead>
<tr>
<th>Table 2: HDNN Performance During Training</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infosys</td>
</tr>
<tr>
<td>MSE</td>
</tr>
<tr>
<td>RMSE</td>
</tr>
<tr>
<td>MAE</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3: HDNN Performance During Testing and Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infosys</td>
</tr>
<tr>
<td>MSE</td>
</tr>
<tr>
<td>RMSE</td>
</tr>
<tr>
<td>MAE</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4: Accuracy in Prediction by HDNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run 1</td>
</tr>
<tr>
<td>Correct (%)</td>
</tr>
<tr>
<td>Infosys</td>
</tr>
<tr>
<td>SBI</td>
</tr>
<tr>
<td>ONGC</td>
</tr>
<tr>
<td>Tata Motors</td>
</tr>
<tr>
<td>Reliance Ind</td>
</tr>
<tr>
<td>Adani Ent.</td>
</tr>
<tr>
<td>Future Retail</td>
</tr>
</tbody>
</table>
The percent relative efficiency of each of the models is given in table 6.

It can be seen in the table that the Hybrid Deep Neural Network is most efficient among all the similar machine learning models in the task of stock market prediction. After observing the results in figures and tables, it is clear that HDNN is the best model among all the existing similar models in the task of predicting the day’s closing prices of the stocks.

5. CONCLUSIONS AND FUTURE SCOPE

The HDNN model used in this research has been applied to the task of stock market prediction. It has been observed that this model has the better performance in testing and validation as compared to the performance in training. This indicates that the model is best fitted it does not has the issue of overfitting which common in many neural network systems. We have tested our model in predicting the day’s closing prices of seven stocks. We have performed this process five times to find the average accuracy in prediction by the model. It has been observed that the model has given more than 93% accuracy in all the runs. However, it has given around 97% accurate result in predicting the day’s closing price of Infosys.

The performance of prediction by HDNN has also been compared with some existing popularly used similar machine learning models. Deep neural network and the gradient boost model have also given better results but they have been lagging behind the HDNN model. To find out the strength of each of these models in front of other models in the task of predicting the day’s closing prices of stocks, we have calculated the percent relative efficiency. It can be seen that the HDNN has been proved as a most efficient model in this task of stock prediction. It should also be noticed that the HDNN is 1.2 times efficient that deep neural network in this task. We have seen that this model has given more than 93% accurate results in prediction. It has given a better result as compared to other important models. So it has been proved that this model can be applied in stock market predictions.

This HDNN model can be used in the works of prediction other than the stock market. But this can be used in the work which uses the numerical data. It can be used in many predictive tasks like predicting the results of students in a subject based on the internal marks, predicting the outcome of a match based on the previous information about important factors. So, there is a big scope of using this model in the tasks of predictive analytics. There are many financial organizations which use this concept for financial investments. Every prediction in the organization or company is based on certain input values. So this model will be very much useful for these organizations which are related to predictive analytics. Not only the organizations who do financial investments but the organizations which want to predict the sale value of its products based on certain factors can also use this model. There is a scope to create new features in these model so that they can be applied in many domains with better performance. The new techniques may be integrated to exploit the opportunities of the model in prediction. Parameter tuning can also help to improve the performance of these models. Parameter tuning can also help to improve the performance of these models. So it can be said that there is a very wide opportunity and open scope for this model. Similarly, this research opens the scope of development of models based on the HDNN.

<table>
<thead>
<tr>
<th>Data/Model</th>
<th>Infosys</th>
<th>SBI</th>
<th>ONGC</th>
<th>Tata Motors</th>
<th>Reliance Ind</th>
<th>Adani Ent</th>
<th>Future Retail</th>
</tr>
</thead>
<tbody>
<tr>
<td>HDNN</td>
<td>97.08</td>
<td>95.90</td>
<td>95.20</td>
<td>96.75</td>
<td>96.44</td>
<td>95.78</td>
<td>93.58</td>
</tr>
<tr>
<td>GLM</td>
<td>90.25</td>
<td>90.10</td>
<td>89.99</td>
<td>90.00</td>
<td>89.85</td>
<td>89.00</td>
<td>88.75</td>
</tr>
<tr>
<td>MLP</td>
<td>91.33</td>
<td>92.66</td>
<td>90.45</td>
<td>93.00</td>
<td>93.00</td>
<td>90.33</td>
<td>90.66</td>
</tr>
<tr>
<td>GBM</td>
<td>95.65</td>
<td>94.35</td>
<td>93.55</td>
<td>92.50</td>
<td>94.10</td>
<td>91.40</td>
<td>91.00</td>
</tr>
<tr>
<td>RFM</td>
<td>94.26</td>
<td>93.20</td>
<td>91.22</td>
<td>95.50</td>
<td>93.50</td>
<td>91.99</td>
<td>90.50</td>
</tr>
<tr>
<td>DNN</td>
<td>95.80</td>
<td>94.90</td>
<td>94.30</td>
<td>96.00</td>
<td>95.00</td>
<td>92.50</td>
<td>92.85</td>
</tr>
</tbody>
</table>

The percent relative efficiency of each of the models is given in table 6.

<table>
<thead>
<tr>
<th></th>
<th>HDNN</th>
<th>GLM</th>
<th>MLP</th>
<th>GBM</th>
<th>RFM</th>
<th>DNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>HDNN</td>
<td>100.00</td>
<td>327.20</td>
<td>225.00</td>
<td>175.50</td>
<td>150.00</td>
<td>120.00</td>
</tr>
<tr>
<td>GLM</td>
<td>30.56</td>
<td>100.00</td>
<td>75.52</td>
<td>40.50</td>
<td>40.40</td>
<td>30.95</td>
</tr>
<tr>
<td>MLP</td>
<td>44.40</td>
<td>132.41</td>
<td>100.00</td>
<td>66.66</td>
<td>70.55</td>
<td>60.20</td>
</tr>
<tr>
<td>GBM</td>
<td>57.14</td>
<td>248.44</td>
<td>250.00</td>
<td>100.00</td>
<td>150.00</td>
<td>110.00</td>
</tr>
<tr>
<td>RFM</td>
<td>66.66</td>
<td>250.00</td>
<td>141.84</td>
<td>66.66</td>
<td>100.00</td>
<td>88.00</td>
</tr>
<tr>
<td>DNN</td>
<td>83.33</td>
<td>327.86</td>
<td>166.11</td>
<td>90.90</td>
<td>113.63</td>
<td>100.00</td>
</tr>
</tbody>
</table>
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