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ABSTRACT 

This paper develops a new technique to evaluate students’ 

performance in both designing and drawing subjects 

automatically without human intervention. This new 

technique leads to an accurate and quick evaluation.  It is 

based on image processing. It differs from hand assessment in 

saving big time and effort for the faculty members and 

achieving credibility between students. Besides improving 

student grade with identifying points of strengthens and 

weaknesses, results evince that image  processing method is 

excellently dependable in assessing art images. 
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1. INTRODUCTION 
Art education as an important part in educational process aims 

to educate the student and change his behavior by using art to 

improve his skills, traditions and provide him with concepts 

which make him a desirable element in the society and this 

can be achieved by producing artworks not as a goal itself but 

as a way to reach a level of integration of student’s character 

[1]. 

Evaluation of art education includes referring to the level of 

results achieved by the students. Evaluation must be seen 

from all sides regarding its relation to nature and how it will 

achieve student’s distinctive art methods, so evaluations of a 

student in art education reflect  talents and skills owned 

depending on his special talents from one hand and on 

instructions on the other hand [2]. 

Evaluators have not been exempt to the generally 

argumentative and multiplicity in the research community. 

This is because assessments are often carried out on programs 

that were designed to help troubled and oppressed people. The 

straight connection between the evaluation of educational 

programs and access to resources sets the stage for tautness 

that can sometimes result in conflicts. [3] 

The field of artificial intelligence in education is now ripe  to 

separate from being delivered basically through pads and 

computers to attract students in new ways and assist teachers 

to teach more successfully. Mainly, the intelligent systems 

that are obtained from artificial intelligence have used 

computers and several devices that were designed for 

businesses   or personal use, and not definitely for education 

[4]. 

Image processing is an important one of artificial intelligence 

techniques in which an image is converted into a digital form 

and there are several operations performed on it in order to get 

an enhanced image and to extract advantageous information 

from it [5]. 

2. PREVIOUS KNOWLEDGE 
Mileta Zarkovic and Zlatan Stojkovic [6] had presented a 

methodology that based on artificial intelligence for power 

transformers classification and blemish detection. The 

probability of the presented method of monitoring  is to 

support the engineers to make decisions around the insistence 

of intervention and the kind of  power transformer 

maintenance . The results show acceptable efficacy in 

detecting various faults. 

A. Khandual et al. [7] had demonstrated a technique using 

image processing. It might be applied by taking fibre images 

from USB camera to assess fibre angle precisely. This  

assessment method could probably be employed in many 

fields of photogrammetric applications, biomedical imaging 

and material engineering. 

A. Shams Nateri et al. [8] had presented an image processing 

technique to evaluate the yarn defects. At first, images were 

taken using digital scanner, second the acquired images were 

processed using various filters. Finally, the defects of the yarn 

were specified according to their surface area and geometric 

shape. The results indicate that image processing methods are 

highly reliable for evaluating number and kind of yarn 

defects. 

Malay Kishore Dutta et al. [9] had proposed an automatic 

method based on image processing technique, efficient and 

non-devastating for tissues segmentation and freshness 

forecasting of the fish sample. The gill tissues of the fish 

sample are segmented using a clustering  method 

automatically and its features are strategically extracted in the 

wavelet transformation domain. The experimental results 

show  that the coefficients belongs to monotonic variation 

pattern gives a sign of the quality of the fish. This biased 

variation of the image features with the duration of retention 

time provides a strategic framework for assessment of fish 

freshness. 

Zhu Hongkai et al. [10] had developed an objective way to 

evaluate the quality of tea. Two models were established 

using the Backpropagation multilayer perceptron (BP-MLP), 

the radial basis function (RBF) neural networks, a sensory 

quality prediction model, via eleven parameters measured 

throughout processing as variables, such as leaf temperature, 

content, and moisture. 

The paper’s rest is organized as follows: 

Section3: Proposed method. 

Section4: Similarity measurement. 

https://www.sciencedirect.com/science/article/pii/S0960308516301699#!
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Section5: The proposed system description. 

Section6: Application and results. 

Section7: Conclusion and future work. 

3. PROPOSED METHOD 
Image processing is used in this study to assess student 

performance in designing and drawing subjects. The proposed 

system flow chart is depicted in figure 4. The first stage is to 

acquire the student’s answer sheet image. 

3.1 Student’s Image Acquisition 
Two answer sheets are designed to facilitate the student 

evaluation in both drawing and designing subjects. The 

answer sheet of the drawing subject includes three parts: the 

first one is located in the upper right corner. It is the image  to 

be used as a reference. The second is the student name and 

student ID. They are located at the upper left. The rest 

contains the image that will be colored by the student. The 

answer sheet of designing subject is designed as the same as 

the drawing one but the rest includes the drawing center c and 

the 8 vertices to assist the student to design the shape in the 

defined center. The answer sheets of the two subjects are 

shown in figures 1, 2. 

 

Fig 1: Answer sheet for drawing subject. 

 

Fig 2: Answer sheet for designing subject. 

These images are the required images for the image 

acquisition. The student’s answer sheet image for both 

subjects is shown in figure 5.  

 

Fig 3: student final answer sheet. 

3.2. Feature Extraction 
The second stage is to extract answer sheet image features. 

Since subjects in art education (Designing& Drawing) are 

selected for this study. Then two methods for feature 

extraction  were used for color and gray images. The color 

moments and  Grey-Level Co-occurrence Matrix feature for 

colored images and gray scale image respectively. 

3.2.1 Color Moments (CM) 
The CM used here are mean, standard deviation, skewness 

and kurtosis. Since color image is consisted of three main 

images R, G, B then the feature vector of each component is 

extracted as follows: 
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Fig 4: The proposed system flow chart. 

Mean 
It is known as the average color value in an image and defined 

as [12]:  

𝐸𝑖 =  
1

𝑁
 𝑝𝑖𝑗

𝑁
𝑗=1                                                  (1) 

Where: 

N is the number of pixels in the image. 

 𝑝𝑖,𝑗   is the 𝑖𝑡ℎ  
color channel at the 𝑗𝑡ℎ  image pixel. 

Standard deviation 
It is defined as  the square root of the variance of the 

distribution which computed as [13]:    

 𝜎
𝑖=  

1

𝑁
   𝑝𝑖𝑗 − 𝐸𝑖

 
2

𝑁
𝑗=1  

                               (2) 

Skewness 
It measures the extent of  the color distribution , Hence it 

provides information about the shape of the color distribution. 

Skewness can be computed with the following formula [14]: 

𝑠
𝑖=   

1

𝑁
   𝑝𝑖 𝑗− 𝐸𝑖

 
3

𝑁
𝑖=1  

3                             (3)  

 

 

Kurtosis 
The kurtosis of a distribution is defined as: 

 𝐾
𝑖=   

1

𝑁
   𝑝𝑖 𝑗− 𝐸𝑖

 
4

𝑁
𝑖=1  

4                             (4) 

Finally, the feature vector FV1 of RGB image will include 12 

features. It can defined as follows: 

FV1= 𝐸𝑅𝑖   ,   𝜎𝑅𝑖    
, 𝑆𝑅𝑖  , 𝐾𝑅𝑖   , 𝐸𝐺𝑖  ,   𝜎𝐺𝑖    

, 𝑆𝐺𝑖   ,

𝐾𝐺𝑖   ,𝐸𝐵𝑖   ,   𝜎𝐵𝑖    
,𝑆𝐵𝑖  ,𝐾𝐵𝑖                                         (5) 

3.2.2 Gray Level Co-occurrence Matrix 
It can reflect the integrated information of the image gray 

level. In fact, the GLCM would be treated as a basis for 

features extraction of the texture, The features extraction from 

GLCM are [15]: 

Energy. 
It is also called angular second moment that used to measure 

the uniform degree of gray-level variation of the texture. If 

each element of the GLCM equals to each other, the energy 

would be very small and computed as [16]: 

Energy =   𝑝 𝑖, 𝑗 2
𝑖 ,𝑗                          (6)        

Where: 

𝑖 , 𝑗 are single pixels. 
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𝑃(𝑖, 𝑗)  represents the (𝑖, 𝑗) value of the GLCM. 

Contrast. 
 It is the indolence moment near the main diametrical of the 

GLCM, which reflects the image clarity and the groove depth 

of texture. 

Contrast =    𝑖 − 𝑗 2 𝑝 𝑖, 𝑗 𝑖 ,𝑗             (7)  

Correlation. 
 It is a measurement of element similarity degree of the 

GLCM in the  row or the column direction. Therefore, the 

correlation value can reflect the local gray-level correlation of 

the image. 

Correlation =   
 𝑖−𝜇 𝑖  𝑗−𝜇 𝑗  𝑝 𝑖 ,𝑗  

𝜎𝑖  𝜎𝑗
𝑖 ,𝑗         

(8)       

Where: 

𝜇𝑖 , 𝜇𝑗  represent the horizontal and the vertical means in the 

matrix. 

𝜎𝑖 , 𝜎𝑗   represent standard deviation.                             

Homogeneity. 
It measures the regularity of the non-zero entries in the 

GLCM and weights values by the inverse   of contrast weight. 

It is defined as: 

Homogeneity =  
𝑝 𝑖 ,𝑗  

1+  𝑖−𝑗  𝑖 ,𝑗                    (9)   

Entropy.  
It is used for measuring the randomness image texture. 

Entropy =  𝐼𝑛 𝑝 𝑖, 𝑗  𝑖 ,𝑗 𝑝 𝑖, 𝑗            (10)    

Finally, the feature vector FV2 of gray image can be defined 

as: 

FV2=  𝐸𝑛𝑒𝑟, 𝐶𝑜𝑛𝑡, 𝐶𝑜𝑟𝑟, 𝐻𝑜𝑚𝑜, 𝐸𝑛𝑡𝑟𝑜     (11)       

4. SIMILARITY MEASUREMENT 
The third stage in student’s answer sheet evaluation is to find 

the similarity between reference image and student’s answer 

sheet image. The Euclidean distance can be given by the 

following formula [17]: 

𝐷𝑖𝑠𝑡 𝑥, 𝑦 =     𝑥𝑖 − 𝑦𝑖 
2𝑛

𝑖=1            (12)        

Where: 

 𝒏  represent the number of  features for point  x , y. 

𝑥𝑖 , 𝑦𝑖  are the 𝑖𝑡ℎ  
feature of point  ( x, y). 

5. THE PROPOSED SYSTEM GUI  
The GUI of the proposed system is shown in figure 5 and 

includes: 

 “Subject name” is used to determine which subject 

will be assessed. 

 Panel “image type” is used to identify grayscale 

image if designing subject is selected and color 

image if drawing subject is selected. 

 Button “load reference image” is used to choose the 

template image from its place. 

 Button “load images of students” is used to 

determine all images of 30 student to be evaluated. 

 Button “process” is used to find the similarity 

between reference image and all students images. 

 Button “Next” to preview the next student data. 

 Button “Previous” to preview the previous  student 

data. 

 Button “clear all”  is used to clear   GUI. 

 Button “Exit”  is used to close GUI. 

 Panel “single student data”  consists of : 

– Button “load student image” is used to 

identify only one  student image. 

– Button “Similarity” is used to find the 

euclidean distance  between two images. 

– Button display student data is used to 

print   the student name and degree.  
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Fig 5: The graphical user interface of the proposed system. 

Table 1. A random sample of students in the drawing subject. 

 Student 

Name 

Student 

Image 

Proposed 

System 

Result 

Expert1 

Result 

Expert2 

Result 

Expert3 

Result 

1 Ahmed Helal 

 

84.8147 

 

85 80 85 

2 Adel Lotfy 

 

93.5266 

 

95 90 85 

3 Mohamed 

Fathy 

 

60.3711 

 

65 60 55 

4 Saad Sadeek 

 

69.839 

 

70 70 60 

5 Walaa 

Mansour 

 

90.3164 

 

90 85 85 
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Table 2. A random sample of students in the designing subject. 

 Student 

Name 

Student Image Proposed 

System 

Result 

Expert1 

Result 

Expert2 

Result 

Expert3 

Result 

1 Nermin 

Shaarawy 

 

91.1824 
 

85 80 85 

2 Manar 

Magdy 

 

85.5957 
 

80 90 85 

3 Mareya 

Kasdy 

 

80.1211 
 

65 60 55 

4 Youstina 

Osama 

 

88.1092 
 

85 90 90 

5 Osama 

Sayed 

 

75.0719 
 

70 70 75 

 

Table 3. The run time and CPU time of the student grade evaluation. 

 

 

Features 
Extracted 

Run Time 

(Sec) 

CPU Time 

(Sec) 

Color Moments 
for 

Red Image 

4 1.070519 2232.867207 

Color Moments 
for 

Green Image 

4 1.022159 2233.933302 

Color Moments 
for 

Blue Image 

4 1.020001 2234.956177 

 

GLCM 

4 0.596486 1971.073716 
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5.1 Confusion Matrix 
A confusion matrix is used for representing the information related to the  predicted and the actual  classifications done by the 

classification system [18]. 

Accuracy.  
It is the rate of the number of correctly classified expert results to the proposed system results, and is calculated as [19]: 

Accuracy = 𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁

  for each class.         (11) 

Recall (Sensitivity). 
It is the ratio of  the TP to the total number of instances classified under positive class as follows: 

Recall    =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
                                           (12)   

Table 4.  The confusion matrix parameters for   this study. 

 Expert1 Expert2 Expert3 Average 

Accuracy 0.941506 0.942149 0.97053 0.9514 

Recall 
(Sensitivity) 

0.466667 0.555556 0.777778 0.6 

Precision 0.65 0.63 0.856349 0.71212 

 

Specificity 

2 2.266667 1.666667 1.977778 

F- Measure 1.95 1.6666667 2.333333 1.98333333 

 

Precision 
It is defined as the rate of correctly classified data in the positive class to the total number of data classified as to be in positive class 

and computed as: 

Precision =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                          (13) 

F-Measure 
It is defined as a combined representation of precision and sensitivity as follows: 

F-Measure=
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦
                          (14) 

Specificity 
It measures the proportion of actual negatives that are correctly identified and computed as : 

Specificity =
 𝑇𝑁

(𝑇𝑁+𝐹𝑃)
                           (15) 
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6. CONCLUSION AND FUTURE WORK 
This paper presented a useful application in the area of art 

education. Image processing technique in MATLAB could be 

employed here by taking art images from optical scanner to 

evaluate student image precisely. Color moments were used 

for true color images and GLCM for grayscale images. The 

proposed method proved its effectiveness and accuracy in 

evaluation. As a future potential for this work, the current 

protocol may be applied in archaeological museums to 

identify real and fake monuments. More over, based on the 

current research, it can be developed to assess 3D images and  

the geometric designs. 
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