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ABSTRACT 
Health is a potential state in which someone performs well, 

both mentally and physically living within one inhabits 

environment. In this paper we proposed a new model for the 

improving the health care and diagnosis system using machine 

learning techniques, classification results of data which is 

available in the form of big data, here we measured the 

classification rate of various patients and related diseases 

diagnosis system for the improving the rate of early detection of 

any diseases at early stages. 
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1. INTRODUCTION 
Modern medicine is a unique synthesis of a patient, healthcare 

professionals, and technology. For the past 10-15 years there 

has been a slow but steady increase in the use and storage of 

electronic machine readable formats known as electronic health 

records (EHRs). It is unlikely that there will be major 

improvements in the quality and cost of care, solely from the 

use of EHRs without the proper implementation and use of 

clinical decision support [8]. 

A clinical decision support system (CDSS) can be defined as 

“software that is designed to be of direct aid to clinical decision 

making in which the characteristics of an individual patient are 

matched to a computerized clinical knowledge base, and 

patient-specific assessments or recommendations are then 

presented to the clinician and/or the patient for a decision [13]. 

Another way to detach clinical knowledge from the internal 

programming language control code of the CDSS is through 

rule-based reasoning systems (also referred to as an expert 

system). Rules represent and manipulate knowledge in a 

declarative manner [13]. 

Over the last several decades numerous representations and 

systems have spawned but essentially all of them are expressed 

as IF THEN statements containing two parts: the conditions 

and the actions. 

 

 

Figure-1: Principle Elements of a Clinical Decision Support 

System 

There are various tools and technology for the prediction and 

classification re available machine learning is most popular 

tools among them. Machine learning is popular programming 

tools for the prediction and classification of large or huge 

amount of data, the classification is also a methods of data 

mining which primary object is to grouping of the same data or 

the same pattern of the data in a dingle group. Machine learning 

is basically differ from the traditional programming language. 

 

Figure 2: Machine learning Categories. 

2. RULE-BASED REASONING 
Another way to detach clinical knowledge from the internal 

programming language control code of the CDSS is through 

rule-based reasoning systems (also referred to as an expert 

system). Rules represent and manipulate knowledge in a 

declarative manner [13]. Over the last several decades 

numerous representations and systems have spawned but 
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essentially all of them are expressed as IF THEN statements 

containing two parts: the conditions and the actions. In the 

mathematical sense a rule is in the form A =) C, where A is the 

set of conditions or the antecedent, and C is the set of actions or 

the consequent. Rules allow the declarative expression of first-

order logic in an  unambiguous, human readable form, at the 

same time retaining machine interpretability. Unlike the actions 

in workflow-driven CDSS, rules-based systems execute actions 

only in response to changes in the facts available to the rules-

engine. There are two methods of processing rules for a rule-

based system: Forward Chaining and Backward Chaining.  

 

Figure 3: Generic model of a rule-based reasoning CDSS. 

The rest of this paper is organized as follows In section II we 

discuss about the proposed methods and architecture. In section III 

we discuss about the empirical results study and their analysis. 

And finally conclude the paper. 

3. RELATED WORK 
[1] In this paper, author described the health care for the 

various diseases using machine learning algorithm over big 

data analytics. They proposed model for the various diseases 

diagnosis over the big data, big data which is a combination of 

variety, volume, velocity etc. here the big data analytics 

provide huge data for the medical science. They provide the 

model and do their experimental work on the big data of health 

care sector using machine learning techniques. 

[2] In this article it is explained that asthma is one of the most 

prevalent and costly chronic conditions in the United States, 

which cannot be cured. However, accurate and timely 

surveillance data could allow for timely and targeted 

interventions at the community or individual level. Current 

national asthma disease surveillance systems can have data 

availability lags of up to two weeks. Rapid progress has been 

made in gathering non-traditional, digital information to 

perform disease surveillance. We introduce a novel method of 

using multiple data sources for predicting the number of 

asthma-related emergency department (ED) visits in a specific 

area. Our preliminary findings show that our model can predict 

the number of asthma ED visits based on near-real-time 

environmental and social media data with approximately 70% 

precision. The results can be helpful for public health 

surveillance, ED preparedness, and targeted patient 

interventions. 

[3] In this paper, author illustrated the idea that the purely 

phenomenological knowledge that we can extract by analyzing 

large amounts of data can be useful in healthcare seems to 

contradict the desire of VPH researchers to build detailed 

mechanistic models for individual patients. But in practice no 

model is ever entirely phenomenological or entirely 

mechanistic. We propose in this position paper that big data 

analytics can be successfully combined with VPH technologies 

to produce robust and effective in silico medicine solutions. 

These domain-specific requirements suggest a need for targeted 

funding, in which big data technologies for in-silico medicine 

becomes the research priority. 

[5] This paper represents the advances in information 

technology have witnessed great progress on healthcare 

technologies in various domains nowadays. However, these 

new technologies have also made healthcare data not only 

much bigger but also much more difficult to handle and 

process. To provide a more convenient service and 

environment of healthcare, this paper proposes a cyber-physical 

system for patient-centric healthcare applications and services, 

called Health-CPS, built on cloud and big data analytics 

technologies. The results of this study show that the 

technologies of cloud and big data can be used to enhance the 

performance of the healthcare system so that humans can then 

enjoy various smart healthcare applications and services. 

[8] In this paper, they provide an introduction to machine 

learning tasks that address important problems in genomic 

medicine. Here, we describe how machine learning can be used 

to solve key problems in genomic medicine. Genomics is the 

study of the function and information structure encoded in the 

DNA sequences of living cells, whereas precision medicine is 

the practice of tailoring treatment based on all relevant 

information about the patient, including the patient’s genome. 

[9] This article describes that with a massive influx of 

multimodality data, the role of data analytics in health 

informatics has grown rapidly in the last decade. Deep learning, 

a technique with its foundation in artificial neural networks, is 

emerging in recent years as a powerful tool for machine 

learning, promising to reshape the future of artificial 

intelligence. Rapid improvements in computational power, fast 

data storage, and parallelization have also contributed to the 

rapid uptake of the technology The paper mainly focuses on 

key applications of deep learning in the fields of translational 

bioinformatics, medical imaging, pervasive sensing, medical 

informatics, and public health. 

[12] This article presents a comprehensive overview of the 

challenges, pipeline, techniques, and future directions for 

computational health, the rapid growth of novel technologies 

has led to a significant increase of digital health data in recent 

years. More medical discoveries and new technologies such as 

mobile apps, capturing devices, novel sensors, and wearable 

technology have contributed to additional data sources. Most 

popular surveys of big data in health informatics have 

concentrated on biomedical aspects of big data, while a smaller 

percentage of papers focus on the computational perspective. 

[17] The author justifies that the considerable growing of 

cardiovascular disease and its effects and complications as well 

as the high costs on society makes medical community seek for 

solutions to prevention, early identification and effective 
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treatment with lower costs. Thus, valuable knowledge can be 

established by using artificial intelligence and data mining; the 

discovered knowledge makes improve the quality of service. 

Until now, different researches have been carried out in order 

to predict heart disease based on data mining methods such as 

classification and clustering methods; however, what has been 

less noticed is the exact diagnosis of disease with the lowest 

cost and time. 

4. PROPOSED METHOD 
In this section we discussed about the proposed new model for 

the health care system to compute some performance 

parameters such as accuracy using classification and 

optimization techniques. Here we improve the efficiency rate in 

the terms of accuracy for the proposed system compare than 

existing system which is provide better results in the medical 

science domain. 

There are various classifier are available for the purpose of 

classify the data, support vector machine is one of among them, 

it is a set of classifier which classify the data on the given input 

data which is generated from the same pattern and also known 

as vector data, and then directly supported for the machine. 

Support vector machine is basically reduced the gap or margin 

between the class of data and hyper-plane of the data. They 

create the one or more class categories. 

 

Figure 4: The SVM Class Data 

begin 

t=0; 

initialize particles p (t); 

evaluate particles p (t); 

while (termination conditions are unsatisfied) 

begin 

t=t+1; 

update weights 

select pbest for each particle 

select gbest from p (t-1); 

calculate particle velocity p(t) 

calculate particle position p(t) 

evaluate particles p(t) 

end 

end 

5. EXPERIMENTAL RESULT ANALYSIS 
In this section, we show experimental process of that  

the comparative result analysis study for the Health care  

sector with disease diagnosis of various dataset such as  

Heart, Liver, Cancer etc. are performed. This process of  

disease diagnosis of various dataset is done by using  

Three methods that are Decision tree, SVM and Proposed 

method. 

 

Figure-5: This windows show that the selection the Heart 

dataset for the selection of Decision Tree methods in the 

experimental process 

 

Figure-6: This windows show that the result of Proposed 

methods with accuracy in the experimental process using 

Liver dataset. 
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Figure 7: Figure show that the comparative result analysis for 

the Heart disease diagnosis. 

6. CONCLUSIONS AND FUTURE WORK 
In this paper we focus on pattern extraction and pattern analysis 

of healthcare data environment using particle of swarm 

optimization, the combination of support vector machines and 

particle of swarm optimization gives us better results than 

previous implemented techniques which is a combination of 

feed forward neural network and particle of swarm 

optimization. The diversity of medical diagnosis of disease data 

are increase day to day. Now in future dimension reduction 

process are also involved in ensemble classification technique. 
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