Abstract

The most important aspect of a society is communication. Every culture in the world has their own way of communicating with people of their kind. But the people who cannot hear or speak cannot easily share their thoughts. This creates a sort of isolation for people like them. The hand gestures that people of special abilities make to communicate would be taken up from a camera and the same would be translated and show on the screen along with an audible source. The most basic methods one has to follow in most of the sign language detection system are tracking, edge detection, segmentation, and a dataset. The first and foremost part is the recognition of hand or motion tracking of the hand from the camera. After the hand is successfully detected the extra environment must be diminished. The removal of an extra environment is done with the help of edge detection and segmentation through various image processing algorithms. After the distinguished picture is obtained, with the help of machine learning techniques and neural networks the result obtained are compared to the existing normalized dataset which is then translated over and produced as an output.
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