An Investigation of Various Segmentation Methods Used in Iris recognition System
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ABSTRACT
A biometric framework offers automatic identification of a human being in view of the special feature or characteristic which is being controlled by the individual. The iris, one of the biometrics emerges among other biometric strategies due to its unique features like stability and accuracy. Iris Recognition has its significant applications in the field of surveillance, forensics and furthermore in security purposes. As of late, iris recognition is produced to a few new areas of research, for example, Image Acquisition, restoration, quality assessment, image compression, Image segmentation, noise reduction, normalization, feature extraction, iris code matching, looking vast database, execution under shifting condition and multi bio-metrics. This paper reviews a foundation of iris recognition and literature of late proposed strategies in various fields of iris recognition system.
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1. INTRODUCTION
Iris recognition is a biometric recognition system refers to image processing and furthermore pattern recognition area. The expression “Biometrics” refers to a science including the measurable examination of biological characteristics. A biometric template can give a powerful, standardized and extremely separating feature’s by using distinctive physical (e.g. hand profile, palm vein, fingerprints, DNA testing, face, iris, palm print, retinal scanning, and so on) and conduct (e.g. walk estimation, voice, keystroke and signature) characteristics of each which will hence be in correlation with various formats to find out identity in security reason.

These days security is one of the critical factors in the field of information, business, and online business, military and so forth. Consequently personal identification has turned into a critical topic [5]. Iris deals in identification of individual in light of their physiological attributes. Moreover the quality, all-inclusiveness, permanence, collect-ability and novel data estimated in a solitary iris are considerably more noteworthy than other biometric data [24]. Utilization of iris biometrics innovation include: identification cards and passports, border control and other government programs, jail security, database access and PC login, schools, aeronautics security, clinic security, controlling access to confined regions, going into to structures and houses[5]. The United Nations High Commissioner for Refugees (UNHCR) utilized iris acknowledgment for Afghan outcasts [27]. Iris acknowledgment is utilized in prisons for the acknowledgment of detainees. Air terminals in different countries utilize iris recognition at their visitors and immigration control [5]. Iris recognition perceives individuals by using the particular iris pattern information and standing out it from database's reference. For instance, it is stable during a person's lifetime and it can't change carefully. Its exactness rate is higher in correlation with various biometric recognition approaches like voice recognition, fingerprint recognition, face recognition and so on [29],[30],[31]. As surface of iris pattern does not have any connections with a person's genetic structure and in light of the fact that it is made by dislocated procedures, it can work in verification and identification modes [7], [28]. Because of the little size of the iris image, a database of iris image of a vast population can be saved on a personal computer or flash memory stick and carried [7]. Among all biometrics, the iris biometric is the most remarkable and vigorous biometric – even the iris patterns of twins are different[7].

2. IRIS RECOGNITION SYSTEM
Iris is the portion of the human eye. The human eye as appeared in Fig 1 is just about a spherical ball with a slight lump in the front part. Iris, is the best biometric attribute than different characteristics as these get modified with the age and infections however iris pattern remains unaltered for the duration of the life. Iris is gaining lot of attention of consideration because of its performance and quantifiable. Situated among cornea and eye lens, iris is inside ensured yet externally visible.

![Fig 1: The human eye]

The iris comprises of particular characteristics such as the freckles, coronas, strips, furrows and so on. Extensive Research throughout the decade has expanded the reputation of iris. The issues with iris distinguishing reside in the structure of organ itself. Iris images caught are blocked by eyelids and eyelashes. The structure of iris and pupil isn't round and concentric. The iris boundaries are attempted to be circular, which prompts inappropriate localization of iris. Hence, powerful localization and normalization strategies are basic.

There are five phases of iris recognition; acquisition, segmentation, normalization, feature extraction and recognition. Each stage applies distinctive procedures. Iris
segmentation refers to the way toward extracting region that provides information of iris pattern [40], [42]. It is the way toward finding the inner and outer boundaries of iris. Normalization refers to the getting ready of upgraded iris image. It changes over the Cartesian directions to polar directions. The following stage is feature extraction, to extract features from standardized iris image and making unique iris codes [43]. The iris codes are additionally utilized for correlations. This article emphasize on these four phases and the recognition rate to demonstrate the precise execution. The parameters which measure the execution are False Acceptance Rate and False Rejection Rate. The FAR is the recurrence that a non-approved in person is accepted as authorized. FRR is the recurrence that an approved individual is rejected access. The overview of iris recognition is appeared in Fig. 2.

Fig 2: Iris recognition System Overview

3. IMAGE ACQUISITION & PREPROCESSING

Taking a photo from iris is the underlying phase of an iris-based recognition system. Accomplishment of other recognition stages is dependent on the nature of the images taken from iris during image acquisition stage. Images accessible in CASIA database need appearance in pupil and iris areas since infrared was utilized for imaging. Moreover, if obvious light is utilized during imaging for those people whose iris is dark, a slight differentiation comes to presence among iris and pupil which makes it difficult to isolate these two areas [2]. A procured iris image contains some ‘unuseful’ parts as well (e.g. eyelid, pupil and so on.). In this way, coordinate utilization of the image isn’t conceivable. Additionally an adjustment out distance from camera-to-face may result in variety sizes of same iris. Besides, the brightness isn’t consistently conveyed a direct result of non-uniform illumination. Along these lines, preprocessing of original image is expected to localize, normalize iris, and reduce the impact of malefactors [11]. In normalization stage, an approach in view of Daugman’s method is utilized. In this way, iris area is gotten as a normalized strip as to iris limits and pupillary center [2]. The normalized iris image still has low difference and may have non-uniform illumination caused by the situation of light sources. All these may influence subsequent feature extraction and pattern matching. So, the iris image ought to be enhanced by methods for histogram equalization and remove noise by filtering the image [11].

4. DISTINCTIVE APPROACHES OF SEGMENTATION

There are fundamental four essential strategies utilizes in Irish segmentation. They can be utilized remarkably or in combination of them. They are Hough Transform, Canny Edge Detection, Intigro differential Operator and Circular Hough Transformation.

4.1 Hough Transformation

The Hough Transform is an algorithm displayed by Paul Hough in 1962 for the recognition of features of a specific shape like lines or circles in digitalized images. The classic Hough Transform is a standard algorithm for line and circle discovery. It very well may be connected to numerous computer vision issues as most images contain feature boundaries which can be depicted by regular curves. The principle favorable position of the Hough transform technique is that it is tolerant to gaps in feature boundary descriptions and is generally unaffected by image noise, dissimilar to edge detectors. [3]

4.2 Canny edge Detection

The Canny Edge detection method is used to discover the iris and pupil boundaries from the caught image. This gives the effective edges of eye. So we can get the correct pupil edge to recognize the image. The algorithm keeps running in 5 separate steps: They are Smoothing, Finding gradients, Non-maximum suppression, Double thresholding, Edge following by hysteresis [25]. The primary point of smoothing is to remove the noise from the obscure images. At the point when the grayscale intensity of the image is changed to discover the edges essentially canny algorithm is utilized. Those regions are found by deciding gradients of that image. From the smoothed images the gradient points are decides every pixel.

It is to change over the obscured edges in the image of the gradient magnitude to make sharp edges. Fundamentally this is finished by preserving all neighborhood maxima in the gradient image, and erasing everything else. The edge-pixels staying after the non-maximum suppression step are set apart with their quality pixel-by-pixel. Strong edges are translated as "specific edges", and can quickly be incorporated into the last edge image. Weak edges are incorporated if and only if they are associated with strong edges. Edge tracking can be executed by BLOB-investigation (Binary Large Object).

4.3 Integro-Differential Operator

This approach is looked like as a standout amongst the most referred to approaches in the overview of iris recognition. John Daugman first proposed the model of an integro differential administrator for sectioning the iris in the middle of 1992 to 1994[5]. It finds both internal and the external boundaries of the iris region. The external and additionally the internal boundaries are alluded to as limbic and pupil boundaries. The parameters for example, center and radius of the circular boundaries are being looked in the three dimensional parametric space keeping in mind the end goal to amplify the evaluation functions engaged with the model. It was really in view of the way that the illumination contrasts amongst inside and outside of pixels in iris edge circle is most extreme and it acts as circular edge detector. This algorithm accomplishes high performance in iris recognition. It is having a drawback that it experiences substantial computation [3].

4.4 Circular Hough transformation

Circular Hough Transformation is really an adjusted variant of Hough transform. In this strategy Hough transform joins with canny edge detector. Richard Duda and Peter Hart expands the

General Hough Transform in1972 as Circular Hough Transform (CHT), is utilized to detect circles. The In Generalized Hough Transform: edge distinguished from the Canny edge detector forms the contribution to extract the circle utilizing the Circular Hough Transform[9].The general Hough transform can be utilized to identify geometric shapes that can be composed in parametric shape for example lines, circles, parabolas, and hyperbolas. The circular Hough
transform can be utilized to identify the circles of a known radius in an image.

The transform is processed by drawing circles of a given radius at each point in the edge image. For each point where the perimeter of a drawn circle passes, the coordinate was augmented by 1. This was improved the situation each circle drawn to make an accumulation array. A circle is shown by peaks in the accumulation array (Hough space) [3]. Detection of circle utilizing this transformation requires learning of the radius. [10]

Table 1 gives the comparison of algorithms used in different segmentation method:

<table>
<thead>
<tr>
<th>Segmentation Method</th>
<th>Features</th>
<th>Matching process</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image intensity gradient and Hough transform</td>
<td>Laplacian pyramid to represent the spatial characteristics of iris image.</td>
<td>Normalized correlation</td>
<td>Matching process is tedious. It might be appropriate for identification stage not for recognition, not reasonable for usage.</td>
</tr>
<tr>
<td>Circular iris shape</td>
<td>Zero crossing and 1D signals</td>
<td>Two dissimilarity functions: the learning and the classification</td>
<td>Generally low recognition rate, speedier matching process yet high EER, straightforward 1D feature vector.</td>
</tr>
<tr>
<td>Gray level information, Canny edge detection and Hough transform</td>
<td>1D real-valued feature vector using multichannel spatial filters with the length of 384</td>
<td>Nearest feature line</td>
<td>Generally moderate component extraction process.</td>
</tr>
<tr>
<td>Gray level information, Canny edge detection and Hough transform</td>
<td>1D real-valued feature vector using Dyadic wavelet with the length of 160</td>
<td>Weighted Euclidean distance</td>
<td>local features are utilized for recognition</td>
</tr>
<tr>
<td>Hough transform</td>
<td>Direct linear discriminate analysis (DILDA)</td>
<td>Hamming distance</td>
<td>Hough transform</td>
</tr>
<tr>
<td>Integro-differential operator and angular deformation model</td>
<td>Independent component Analysis and Biorthogonal wavelets</td>
<td>Hamming distance</td>
<td>Enhanced execution on non-perfect dataset</td>
</tr>
<tr>
<td>Hough transform</td>
<td>Patch coding</td>
<td>Hamming distance</td>
<td>Moderately lower recognition rate on complex dataset</td>
</tr>
<tr>
<td>Log and canny edge detector</td>
<td>2d gabor wavelets and Biorthogonal wavelet</td>
<td>Intra and inter-class hamming distance</td>
<td>Accuracy rate is so high. FAR and FRR is so low.</td>
</tr>
<tr>
<td>Canny edge and Circular Hough Transformation</td>
<td>Biorthogonal wavelet</td>
<td>Intra and inner-class hamming distance</td>
<td>Angular deflections influence then recognition execution of the system. In spite of the fact that Higher recognition rate.</td>
</tr>
<tr>
<td>Canny edge and Circular Hough Transformation</td>
<td>2d gabor filter and wavelet transformation</td>
<td>Hamming distance</td>
<td>Precision rate is high. FAR and FRR is moderately so low. Multistage recognition.</td>
</tr>
<tr>
<td>Circular Hough Transform, Canny, Sobel and Prewitt edge detection</td>
<td>Feature vector from wavelet transformation and 1d gabor filter</td>
<td>Hamming distance</td>
<td>Sobel edge detector demonstrates great execution in accuracy.</td>
</tr>
<tr>
<td>Canny edge and Circular Hough Transformation</td>
<td>Binary coded Feature vector from Haar wavelet transform</td>
<td>Hamming Distance</td>
<td>Very straightforward and furthermore successful yet requires stable equipment.</td>
</tr>
<tr>
<td>Integro-differential operator</td>
<td>Binary features vector using 2D Gabor filters.</td>
<td>Hamming distance</td>
<td>Good recognition rate and gives a speedier iris/pupil detection process on perfect iris images, not working on non-perfect images.</td>
</tr>
<tr>
<td>Active contours and generalized coordinates</td>
<td>Iris Code</td>
<td>Hamming distance</td>
<td>Gaze deviation has been evaluated, low time complexity.</td>
</tr>
</tbody>
</table>

5. FEATURE EXTRACTION AND ENCODING

After image segmentation process features will be observed from the image pixel values followed by encoding process to get information that is needed for matching process. Various feature outcomes is possible to get from different segmentation process.

5.1 IrisCode

IrisCode is based Daugman's calculation. This is these days the most utilized algorithm in commercial devices, on account of its speed of matching with low false match rates. With IrisCode the obvious characteristics of the iris are transformed into a phase sequence, which contains data on the introduction, spatial frequency and position of segments in the iris. The phase isn't influenced by differentiate, camera gain or illumination levels. The consequence of the algorithm is an IrisCode, 256 bytes of information which describe the phase qualities of the iris in a polar coordinate system. Utilizing 256 byte formats for all scanned irises permits matching up to 500.000 templates for each second utilizing Iris Code [38].

5.2 Biorthogonal wavelet

A biorthogonal wavelet is where the related wavelet transform is invertible however not really orthogonal. Planning
biorthogonal wavelets permits a bigger number of degrees of flexibility than orthogonal wavelets. One extra level of flexibility is the likelihood to develop symmetric wavelet functions [32].

5.3 Gabor wavelets

Gabor filtering is a well-known technique in texture analysis. It cannot just concentrate useful information in particular band pass channels yet in addition decompose this information into biorthogonal segments as far as spatial frequencies. The Gabor space is very useful in image processing applications [11]. A feature vector is an accumulation of the considerable number of features from each filtered sub image. The average absolute deviation of each filtered image comprises the segments of our feature vector. These features are arranged to shape a 1D feature vector of length 160 for each input image [11]. The dimensions of the feature vector extracted from iris area have to be as small as possible. Regarding high dimensions of the image drawn, Wavelet transform was performed in order to decrease the dimensions in the way that important information existing in tissue can be preserved in spite of downsizing image dimensions [2].

5.4 Haar wavelet

The Haar wavelet is the simplest wavelet transform. Haar wavelets are identified with a mathematical operation called Haar transform, which fills in as a model for all other wavelet transforms. The Haar transform breaks down a discrete signal into two sub signals of a large portion of its length. One sub signal is a running average or trend, the other sub signal is a running distinction or fluctuation. During computation, the breaking down wavelet is moved over the full space of the investigated work. Haar wavelet transform is performed by computing the running averages and contrasts by means of scalar items with scaling signs and wavelets [32].

5.5 Laplacian Pyramid

The Laplacian Pyramid decomposition initially created by Burt and Adelson. Development of the Laplacian Pyramid starts first with convolution of the Iris Image with LoG Mask, in order to yield low-pass Gaussian filtered images. The Laplacian is then figured as the contrast between the original picture and the low pass separated image. The development is joined by up sampling and interpolation. Up sampling is accomplished by the insertion of zeros between each row and column of the down examined Gaussian image. The Mask is utilized as an interpolation filter and the factor 4 is fundamental since $3/4$ pixels are recently embedded zeros [54].

5.6 Direct linear discriminate analysis

(DLDA)

Linear Discriminate Analysis is an outstanding plan for feature extraction and measurement decrease. It has been utilized generally in numerous applications, face recognition, image retrieval, microarray data classification, and so forth. Traditional LDA projects the information onto a lower-dimensional vector space to such an extent that the ratio of the between-class separations to the within-class distance is expanded, along these lines accomplishing maximum discrimination. The optimal projection (transformation) can be promptly computed by applying the Eigen decomposition on the scatter matrices. A natural constraint of traditional LDA is that its target work requires the no singularity of one of the scatter matrices. For some applications for example face recognition, all scatter matrices being referred to can be singular since the information is from a high-dimensional space, and in general, the measurement surpasses the number of data points [21].

5.7 Patch coding

The ‘patch’ is the basic fragment used in this method. To obtain optimum performance it is needed to tune the length, width, orientation (angle) and the relative position of a series of patches. The procedure for coding a patch is shown in Figure 3.

![Fig 3: Procedure of patch coding](image)

First a 1D intensity signal is obtained by averaging the patch across its width to reduce noise. Using broad patches also makes iris image registration easier, which is important for rotation invariant iris recognition. The FFT is then applied to this 1D signal to obtain spectral coefficients.

In order to reduce the spectral leakage during the FFT, a window is employed before the FFT. The Frequency Magnitude Differences between adjacent patches are calculated and a short binary code is generated from the zero crossings of each difference. These constitute the feature vectors of our iris code [53].

5.8 Feature Vector by Zero Crossing

At the point when a signal incorporates important structures that have a place with various scales, usually helpful to reorganize the signal information into a set of “detail components” of varying size. It is realized that one can get the position of multiscale sharp varieties focuses from the zero crossing of the signal convolved with the laplacian of a gaussian [33]. This methodology has been utilized in many pattern recognition applications. An essential issue is to understand whether the zero-crossing characterize an entire and stable portrayal of the original signal. Surely for pattern recognition applications, we remove some critical parts of the signal, while representing to it with multiscale zero-crossing. Zero crossing of are assessed from sign changes of its samples. The situation of each zero crossing is assessed with a linear interpolation between two samples of various sign.

In this way if Iris Signature has N nonzero samples, since there are at most $N \log(N)$ samples in its discrete wavelet representation, the number of operations to get the situation of the zero crossing is $O(N \log(N))$. It is avoided the coarsest level keeping in mind the end goal to get a robust representation in a noisy environment and diminishes the number of computations required, since information at fine goals levels is strongly influenced by noise and quantization errors which are because of the utilization of a rectangular grid in digital images[33]. Accordingly, to diminish such effects for the
zero-crossing representation a few low resolution levels, excluding the coarsest one, will be utilized.

6. MATCHING PROCESSES

In this phase, there are various ways used in matching process. After feature extraction it is needed to match the features of the examined image with the learned dataset. By this survey, we get that the most common way is to use Hamming distance between the features. But there are some other processes used too.

6.1 Hamming distance

It is the easier and efficient among all the methods used in matching process. To calculate hamming distance we need Iris Codes which can be getting from segmentation and feature extraction process. The difference between input iris codes is called the Hamming Distance. If no less than one third of the iris codes differs from each other, then it concludes that there is no statistical significant difference in between the IrisCodes and they are considered to be matched [38].

6.2 Weighted Euclidian Distance

For simplicity, iris matching is based on computing the Weighted Euclidean distance (WED) between the corresponding feature vectors. WED is defined in the following equation:

\[
WED(k) = \sqrt{\sum_{i=1}^{BN} A_i \sum_{j=1}^{N} (f^{k}_{(i,j)} - f_{(i,j)})^2}
\]

Where, \( A_i \) is the ith weighting coefficient, \( BN \) is the quantity of sub images and \( N \) is the total number of features extracted from each sub image. \( f^{k}_{(i,j)} \) and \( f_{(i,j)} \) signify the jth feature of the ith sub image of the input iris image and that of iris listed by k. Here, we set the weighting coefficients \( I_A \) for various feature sets separated from various sub images. These coefficients are resolved utilizing the closest neighbor classifier in algorithm. Features extracted from input iris are contrasted with irises in database. If the weighted Euclidean distance is least at k and not as much as a reasonable threshold then the input iris is distinguished as iris ordered by k [11].

6.3 Normalized Correlation

The circular pattern of iris speaks to in rectangular form is called Normalization. The distortion caused by pupil development can be diminished by Normalization. Normalization has done by utilizing Daugamn rubber sheet model [13]. In iris recognition, one of the most helpful matching is by corresponding the two normalized iris where connection is a single number that depicts the level of relationship between two variables.

6.4 Nearest Feature lines

The Nearest Feature Line (NFL) strategy expands the classification ability of the nearest neighbor (NN) technique by taking advantages of multiple (more than one) templates per class. It effectively enhances the classification performance particularly when the number of templates (sample size) per class is little; an issue regularly experienced in numerous applications, for example, in iris recognition issues. A critical part of pattern classification techniques is the meaning of a distance metric. Models incorporate Euclidean distance, Mahalanobis distance, Cosine distance, Hamming distance. Such distances are characterized between two feature points (FPs) which are vectors in a feature space. The nearest neighbor (NN) order strategy ascertain the distance from the query FP to every template FP of a class, and chooses the minimum of those distances as the inquiry to-class distance. The nearest feature line (NFL) technique [55], initially proposed for face recognition and in this way utilized in numerous applications, takes favorable circumstances of multiple FPs per class to deduce intra-class variations from them and stretch out their ability to represent pattern classes [56].

7. MULTIBIOMETRICS

In iris recognition process needs a strong and clear database for learning and testing purpose. Here, different rich multi-biometrics are utilized in various experiments. In this review, we found that the most ordinarily utilized dataset is CASIA. It has 308 classes of irises and 2174 images (i.e. numerous images of 308 eyes). For each class of iris, three images are chosen arbitrarily as a training set, and the others utilized for testing [34].The iris images from UBIRISv1 [6] and some other databases is also used for the experimental analysis in some cases[8].

8. CONCLUSION

This paper gives writing survey of iris in a few dynamic zones of research, for example, image segmentation, noise reduction, normalization, feature extraction, feature encoding, iris code matching, condition and multi-biometrics. Iris recognition is a reliable biometric system and as of now it is utilized in a few ongoing user applications, for example, ATM machines, prisoner authentication, banking, border controls, and airport and so on particularly in security reason to distinguish individuals.
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