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ABSTRACT 

Anomaly detection is a standout amongst the most critical 

assignments so as to construct a system that is trustworthy 

and secure. The aim of anomaly detection is to detect 

significant deviation of the system behavior from that of 

the normal behavior. This approach is broadly used on 

static data, for instance on dumps of log data. Most 

systems require a real-time detection of anomalies with a 

specific end goal to lessen the harm that can be caused by 

the ignorance of an anomaly or detection at a later time. 

The recent implementations of the anomaly detection are 

mostly based on self-learning methods. Machine learning 

has brought about a significant transformation in the field 

of anomaly detection. One of the methodologies for 

anomaly detection depends on clustering algorithms. The 

implementation discussed in this paper utilizes a time-

series evaluation approach for anomaly detection. The 

paper explains the pipeline built for anomaly detection and 

the visualization of the results.   
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1. INTRODUCTION 
Log data is a valuable asset for understanding the status of 

a server. Server logs are a great source of information for 

anomaly detection and online monitoring as they record 

every event as and when they occur from active processes. 

The verbose log data is a valuable information source for 

anomaly detection as it is available in human-readable text 

format. Thus, the required information can be easily 

extracted from the logs for further analysis. This procedure 

involves minimal processing of the logs making it 

straightforward and quick. The quick log processing, being 

the first phase of the pipeline, helps make the pipeline 

operate in real-time.  

A data-driven approach for anomaly detection that 

leverages the server logs is proposed. A key idea behind 

the concept is: log entries are viewed as elements of a 

sequence that follow certain patterns and grammar rules. 

Indeed, a server log is produced by a program that follows 

a rigorous set of logic and controls and is very much like a 

natural language (though more structured and restricted in 

vocabulary). 

The implemented pipeline is an end-to-end set-up for log 

anomaly detection constituting three modules namely, log 

collector, prediction module and the elastic stack. The 

prediction module is a deep neural network that models the 

sequence of log entries using a Long Short-Term Memory 

(LSTM) and allows system to automatically learn a model 

of log patterns from normal execution and flag deviations 

from normal execution as anomalies. Furthermore, since it 

is a learning-driven approach, it is possible to 

incrementally update the model so that it can adapt to new 

log patterns that emerge over time.  

2. BACKGROUND AND RELATED 

WORK 
Anomaly detection plays a significant role in the field of 

Web security, and log messages recording detailed system 

runtime information has become an important data analysis 

object accordingly. Log analysis has been the crucial 

solution to detect the web attacks. A technique is proposed 

in [1] that employs both pattern matching and supervised 

machine learning methods to perform multi-stage log 

analysis. 

Data mining techniques are used in [2] to analyze network 

traffic, based on firewall audit logs. It determines if 

statistical analysis of the logs can be used to identify 

anomalies. 

Predicting the performance of web server using LSTM 

RNN units has been proposed in [3]. The paper also 

showed the analysis of Nginx web server logs which 

contain user’s URL access sequence and predicted the 

performance of the server by using RNN- LSTM. 

Big Data can bring vital information and value to the 

organizations, if data is well processed in real-time. [4] 

describes suggests ELK stack (Elasticsearch, Logstash and 

Kibana) to handle Big Data.         

[5] describes the employment Big Data frameworks, such 

as Hadoop and Spark, which can handle analysis jobs even 

for large amount of network traffic. To cope with 

streaming data, various stream-processing-based 

frameworks have been proposed, such as Storm, Flink, and 

Spark Streaming. The typical experiments showed that 

such systems perform well for large Internet traffic 

measurement and monitoring. 

3. OBJECTIVES 
The major objective of the project is to develop a data 

analytics pipeline to understand the behavior of 

servers/applications using the logs generated by these 

servers and to detect the anomalies in the system. The 

objective of the project can be divided into three parts. 

 To have a log collector to validate and publish the 

incoming logs in real-time to the next modules. 
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 To build a Machine Learning pipeline that processes 

the logs in real-time and makes predictive analysis. 

 To have the Elasticsearch-Logstash-Kibana stack that 

is fed with the predictions and observation from the 

machine learning module and visualized on Kibana 

dashboard. 

4. THEORY AND FUNDAMENTALS 

OF LSTM CELL 
Long Short-Term Memory networks – LSTM’s are a 

special kind of RNN. These are capable of learning long-

term dependencies. LSTMs are explicitly designed to avoid 

the long- term dependency problem. In this chapter, the 

architecture of LSTM Network and the functioning of 

LSTM gates is explained in detail along with the pictorial 

representation.          

4.1. Architecture of LSTM Networks 
The key technique behind LSTMs is the cell state; the cell 

state is maintained and persisted from end to end. The 

LSTM cell has the flexibility to get rid of or add data to the 

cell state. This task of manipulating the cell state is 

accomplished through the regulated structures referred to 

as gates. They are shaped out of sigmoid neural net layer 

and a pointwise multiplication operation. The sigmoid 

layer generates an output numbers between zero and one 

that indicates to what extent the part of knowledge needs to 

be preserved. An LSTM has 3 of such gates, to protect and 

control the cell state as shown by [12]. 

In the initial stage, LSTM makes the choice on what 

information must be maintained. This call is made by a 

sigmoid layer known as the forget gate layer. It looks at ht-1 

and xt and outputs - a number between “0” and “1” - for 

every number within the cell state Ct-1. 

 

Figure 1: Forget gate layer in LSTM cell.  

If the output is “1”, it signifies to retain the knowledge 

utterly whereas output “0” signifies to get rid of the 

knowledge utterly. An intermediate value between “0” and 

“1” resembles the partial retention and rejection of 

information. The schematic representation of the forget 

gate layer is shown in the Figure. 1 by Chris Olah [12]. 

In the scenario of the current implementation, model trying 

to predict the number of errors at next time step based on 

all the previous ones within the window. In such a 

problem, the cell should retain the number of errors at 

previous time step, number of errors on previous day at 

corresponding time step and even number of errors on 

previous weekday at corresponding time step. 

 
Figure 2: Input gate layer and tanh layer in LSTM cell 

In the next phase, the LSTM decides on what new 

information has to be added to the cell state. This decision 

involves two parts. The graphical representation of the 

input gate layer and tanh layer in LSTM cell is shown in 

the Figure 2. First, an input gate layer i.e. sigmoid layer 

decides which values to be updated. Next, a tanh layer 

creates a vector of new candidate values, Ct that could be 

added to the state of cell. In the next phase, cell combines 

these to create an update to the state. 

In the project’s scenario, the model can drop the 

information regarding accepted requests while predicting 

the number of errors and model needs to add the new 

observed number of errors to the cell state. In next phase, 

the cell has to update the old cell state, Ct-1 into the new 

cell state Ct. In this phase, the old information is dropped 

and add the new information, as decided in the previous 

phases. 

 
Figure 3: Update of old cell state to new cell state in 

LSTM cell 

Figure 3 by Chris Olah [12] shows the procedure to update 

the old cell state to new cell state. In the final phase, the 

cell makes decision about the output. The resulted output 

depends on the cell state but will be filtered version of it. 

First, the sigmoid layer decides on what parts of the cell 

state to output. Then, the cell state is passed through a tanh 

to push the values between “-1” and “1” and then multiply 

it by the output of the sigmoid gate, so that it only outputs 

the parts decided to. 

 

 

Figure 4: Output gate layer in LSTM cell 
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Finally, the decision about the output is made. This output 

will be based on new cell state but will be a filtered 

version. Figure 4 represents the output gate layer in LSTM 

cell. First, a sigmoid layer decides what parts of the cell 

state to output. Then, the cell state is passed through tanh 

layer to push the values to be between “-1” and “1” and 

multiplied to the output of the sigmoid gate, so that it only 

outputs the part that it is supposed to. In the case of this 

project, the model needs to output the number of error and 

information level logs for the next time step based on the 

current cell state, current input vector and current weight 

matrix. 

The four fundamental gate layers of LSTM cell are unique 

in function. The presence of these gate layers in each cell 

allows the LSTM network to learn the long-term 

dependencies. Log data contains the time stamped 

information which makes it a time series data. This time 

series data has inherent long-term dependencies. Hence, in 

such cases LSTM network is a best choice to learn the 

pattern. 

5. METHODOLOGY 
The project methodology is divided into following parts: 

5.1. Log collection 
The very first task in the log data analytics pipeline is the 

collection of the logs for analysis. This is a continuous 

process and has to be performed in real-time. This is 

achieved using Filebeat and Logstash. The logs from the 

server are pushed into the pipeline by having a Filebeat 

instance running on the server configured to tail the logs 

into the Logstash. The Logstash at beginning of the 

pipeline accepts these logs. The logs collected by the 

Logstash are parsed, matched with the pre-defined format 

to check the validity. The logs are aggregated to obtain the 

number of logs with information and error log level in a 

window of one minute. These aggregations are passed on 

to the machine learning module for further analytics.  

5.2. Predicting the behavior and 

computing anomaly score 
The preprocessed data is analyzed by the machine learning 

module. An advanced deep neural network with LSTM 

architecture is used to learn the behavioral pattern of the 

logs. The model generated by training the neural network 

predicts the next value by taking the current value of the 

pre-processed log data. The network is trained with the 

new data at every pre-defined retrain interval so that it can 

adapt to new log patterns that emerge over time. An 

anomaly score is calculated at every minute which gives 

the measure of deviation of the observed value from that of 

the predicted. The observation along with the predicted 

values are then sent to the elastic stack. All these processes 

are run as a Spark process in order to handle the massive 

amount of data. The transfer of data between every sub-

modules is performed over Kafka to achieve minimal lag in 

streaming of the data. 

5.3.Visualization of results 
The predictions made by the machine learning module 

along with current observed values and the anomaly score 

is indexed into Elasticsearch. The data stored in 

Elasticsearch is queried every five seconds and visualized 

as graphs on Kibana dashboard in real-time. The URL of 

the dashboard can be shared with the user of the pipeline 

for monitoring purpose. An alert message sent to the user 

when the anomaly score exceeds the defined threshold 

value. The alerting can either be a mail sent to user’s email 

address or a message to the user’s Slack account. Figure 5 

shows the architecture of the pipeline. 

 

Figure 5: The architecture of the pipeline 

6. EXPERIMENTAL DATASET 
The dataset used for the testing of the pipeline is the log 

files of the one of the servers. The tomcat server has logs in 

the Catalina format which is parsed, and the required fields 

are extracted. The pipeline is run with dynamic data 

generated in the log files. The deep learning model is 

trained continuously at a specific interval. Around 2GB of 

data is generated in a log file over a day. The pipeline is 

run with a retrain interval of four days in order for the 

model to learn the pattern of the behavior of the system. 

7. LIMITATIONS OF THE PROJECT 
The system proposed and implemented in this project 

works efficiently for most of the test cases. However, the 

‘cold start’ still poses a major problem. This results in no 

predictions until the first retrain interval is complete. The 

pipeline can handle only a limited number of log formats. 

INFO logs 
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The project has implemented anomaly detection. Further 

implementation improvement would be to predict 

anomalies beforehand and act accordingly. 

8. FUTURE WORK 
There can always be a better way of doing something. 

Similarly, every project can be enhanced to provide more 

features and better results. A few of the possible 

enhancement that can be made in the project are discussed 

below. 

8.1. Extend the formats of logs supported: 
The system currently can analyze the logs of Catalina and 

Apache log formats. The future enhancement would be to 

add compatibility to different formats of logs and build 

parser for these logs. This can be done by adding the 

formats of the log to be supported to the Grok filter 

patterns directory. The prominent fields of the logs should 

be identified and extracted accordingly during the pre-

processing of the logs. 

8.2.  Improve the algorithm and 

attempt new algorithms: 
In the future, we could try some new algorithms or new 

features to improve the current algorithm to yield a better 

result than the one obtained now. The algorithm that is 

currently used is LSTM (Long Short-Term Memory). 

Experimentation can be performed with different 

configurations of the network layers in order to obtain 

better results. 

8.3. Different modes to forward the logs: 
A user has to run an instance of Filebeat on the server in 

order to forward the logs to the pipeline. Client can be 

authenticated with secret key to load the logs into to 

Amazon S3 storage with the help of interface that sits in-

between client application and Amazon S3. Then the logs 

could be pulled by Amazon S3 input plugin for Logstash 

and streamed into the pipeline by a Logstash instance for 

further processing. Other log collectors such as Fluentd and 

Splunk can also be used. 

9. RESULTS AND ANALYSIS 
Logs are aggregated to obtain number of logs with 

information and error log levels over one-minute window, 

which forms the current timestamp observed values. The 

current timestamp observed value serves as an input to the 

prediction module. The prediction module with the help of 

trained model predicts the number of logs with information 

and error log levels for the next timestamp which is one 

minute ahead of current timestamp. 

 

 

Figure 6. Observation and prediction graphs of 

information level logs (obtained over one day) 

 

Figure 7. Observation and prediction graphs of error 

level logs (obtained over one day) 

Figures 6 and 7 shows the performance of the model in 

predicting the number of information and error level logs 

respectively. The graph shows the data plotted over a day. 

The blue color curve corresponds to observed values and 

the red color curve corresponds to predicted values that are 

predicted for the following timestamp.  

 

Figure 8. Observation and prediction graphs of 

information level logs (obtained over five hours) 

The zoomed in view of the information level log analysis 

over a window frame on five hours is given in figure 8. 

A common way to summarize how well a regression model 

fits the data is via the coefficient of determination or R2. 

This can be calculated as the square of the correlation 

Predicted ERROR level logs for next timestamp 
Observed ERROR level logs 

ERROR logs 

INFO logs 

Observed INFO level logs 
Predicted INFO level logs for next timestamp 

Observed INFO level logs 

Predicted INFO level logs for next timestamp 
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between the observed y values and the predicted yP values. 

If the predictions are close to the actual values, R2 would 

expected to be close to 1 and if the predictions are 

unrelated to the actual values, then R2=0. In all cases, R2 

lies between 0 and 1. The model’s coefficient of 

determination or R2 is found to be 0.84 on the number of 

accepted requests dataset. This signifies that the model 

closely fits to the dataset and the predictions are fairly 

close and accurate. 

10. CONCLUSION 
The project presents a framework for real-time log 

anomaly detection using a deep neural network-based 

approach. The model learns the pattern of the log message 

considering timestamp and log response level and performs 

anomaly detection at per log entry level, rather than at per 

session level as many previous methods are limited to. The 

anomaly-detection train module ensures that the LSTM 

model is trained after every preconfigured retrain interval 

hence is able to incorporate and adapt to new execution 

patterns. Future work includes incorporating other types of 

RNNs (recurrent neural networks) into the framework to 

test their efficiency and integrating log data from different 

applications and systems to perform more comprehensive 

system diagnosis. 
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