Abstract

Every day the mass of information available, merely finding the relevant information is not the only task of automatic text classification systems. The main problem is to classify which documents are relevant and which are irrelevant. The Automated text classification consists of automatically organizing clustered data. We propose a method of automatic text classification using Convolutional Neural Network based on the disambiguation of the meaning of the word we use the WordNet ontology and word embedding algorithm to eliminate the ambiguity of words so that each word is replaced by its meaning in suitable context. The closest ancestors of the senses of all the words in a given document are selected as folders for the specified document.
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