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ABSTRACT
The NER task can be considered solved for English and a few
other European languages given the available research outputs,
tools, resources and applications involving NER for these lan-
guages. The scenario is sharply different for Nigerian and most
of African languages and hence the motivation for the research
reported in this paper. The paper presents an exploration of the
potency of some language independent features in the recogni-
tion of the mentions of persons, locations and organizations in
Yorùbá text in a supervised machine learning set-up. The results
are promising but as further investigations revealed, the size of
the training corpus is yet an issue that needs to be addressed.
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1. INTRODUCTION
Named entities (NEs) are information units that are not ordinarily
part of the basic grammatical elements of a natural language; they
are objects, beings or other ’things’ that have conceptual or abstract
identities that can be associated with one of a number of designated
acts, actions or consequences of actions. This extra-grammatical
nature of named entities makes the task of identifying and classify-
ing their mentions in a text a difficult task. NEs are usually associ-
ated with one of a number of designated nominal subcategories and
are often the centre of processing for NLP systems [1]. Named en-
tity recognition (NER) is the task of identifying and classifying the
mentions of NEs in a text into one of a number of predefined types
(categories), mostly nouns, temporal and numerical expressions [2]
.
The NER task is found useful in a number of NLP applications
and has thus been a focus of research since the 1990s. Since NEs
are usually external to the grammar elements of the language,
higher level NLP requires a way to recognize them for proper
treatment. Thus, a NER tool is an important language resource
[3]. NER is useful for the improvement of semantic annotation,
question answering, ontology population, opinion mining, text

summarization, information extraction and machine translation
[3, 2, 4, 5]; it has also been shown to lend a good support for credit
risk assessment [6]. NER is also a precursor to relation extraction
task since it identifies semantic objects of interest from within
unstructured text and thus aids the discovery of useful information
from unstructured text.

The importance of NER is underscored by the scale of research
attention it has received. Many scientific forums (most fundamen-
tal of which are the MUC conferences) have been organized with
focus on the development of techniques and data resources for
NER task with remarkable success for English and many of the
European languages. The usefulness of any of the state-of-the-art
techniques and applications has not been investigated for Yorùbá
NER. Hence, the primary objective of this paper is to investigate
the usefulness of the widely used features and sequence modelling
framework for Yorùbá NER. It is, to the best of our knowledge,
the first effort targeted at addressing the lack of NER system
for Yorùbá language. It explores the limits of some language
independent and language-specific features for Yorùbá language
using the BIO representation scheme. Further, the adequacy of our
research corpus for the NER task is investigated.

In the course of over twenty-five years of NER research, numerous
approaches and huge data resources have been developed for
English and a number of other languages - many of these resources
are in the public domain. Since there is no such data resources
for Yorùbá, this research creates a NER corpus compiled from
religious text. Our annotation distinguished the mentions of
Persons (PER), Locations (LOC) and Organizations (ORG) in
the corpus while other entity types were grouped into the loosely
defined Miscellaneous (MISC) category. Non-entities were given
the conventional class O.

The results indicate that our use of the MISC category requires re-
finement; prominent failures observed in the system were traced to
the inability of the model to correctly identify and label the MISC
category. The poor recall observed in the overall performance of
the system is associated with inability to recognize and classify en-
tities of our MISC category. Therefore, it is necessary to unbundle
the MISC group into some more fine-grained categories in further-
ance to this work.
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2. OUR APPROACH TO THE NER TASK
NER, being a two-step process, requires some additional knowl-
edge other than the word token itself. Research has shown that
detecting the boundaries of NEs and their subsequent classification
requires both local and non-local knowledge [7, 1]. Classification
of detected NEs into one of a number of designated types is
difficult due to the ambiguous nature of human language. To
successfully classify a NE, a NER model must deal with two
forms of ambiguity. The first arises from situations where the same
lexical entry refers to two or more different entities of the same
type and secondly where identical NE mention refer to entities of
completely different type [2].

A number of strategies have been applied to ameliorate the issues
arising from ambiguity but the most common approaches are
feature engineering, and the supply of supplementary knowledge
through the use of gazetteers. Features are designed as suitable
predictors of the class of a given NE mention in the text while
gazetteers are used to provide auxiliary lists of entities and their
classes. Further, gazetteers are used to optimize the performance
of the NER model in a specified way; this is often used to tilt the
classifier performance towards given category or categories of
interest.

The Conditional Random Fields (CRF) algorithm, which is
adopted in this paper, is one of the widely used algorithm for
NER tasks. It has demonstrated good performance in the task
for many languages among which are some Indian languages
[8], Malayalam [9], Arabic [10], Chinese [11], Estonian [1] and
Sinhala [12]. Each of the research mentioned above has explored
features ranging from language-independent to language-specific
features. Tkachenko and Simanovsky [13] also explored deeper
linguistic pointers to NE identification and classification of NE
mentions in text.

Similar to the works mentioned above, this paper explores two
groups of features for Yorùbá NE recognition using the CRF frame-
work; experiments were conducted to investigate the contributions
of word-internal features and word-external features as well as a
combination of both groups to the recognition of Yorùbá.

2.1 Method and Design
The popular approach to NER is the sequence labelling framework.
In this framework, NER involves the simultaneous identification
and classification of real, abstract or conceptual entities. In order
to be successful, then, a NER system must have two important
components: a way to know the objects - the features - and a
way to say what kind of entities they are - the learning algorithm.
Features are descriptors for the members of the classes of NEs
and these features encode the relevant attributes of the word token,
including its context in a way that provides a learning algorithm
with some insights into how the rules that maps the occurrence of
NEs to one of the possible classes can be generated.

Popular features for NER tasks include word internal features and
those describing its neighbouring words, features describing word
affixes, features describing the classes of the neighbouring words
and word external features like PoS tag of the current word and
that of its neighbours. A combination of these have been explored
in diverse ways by numerous research [13].

2.1.1 Feature Set. This paper investigated the contribution of
word-internal features (WIF), word-external features (WEF) and
context features: a combination of the WIF and WEF set in a
number of configurations. For the word-internal feature group, the
model examines the word itself, the shape of the word - i.e. capital-
ization features, hyphenation, presence of digits/numbers, the loca-
tion of the word in the sentence, the nature of affixation present in
the word. For the word external category, the part-of-speech feature
was used while context features were a combination of both word-
internal features with the part-of-speech feature. Table 1 presents a
summary of the feature groups that were explored for the experi-
ments reported in this paper.

2.1.2 The CRF Model. This paper has adopted the CRF model
because it has proven itself as a successful algorithm in many se-
quence labelling tasks, including NER. It has been widely applied
in notable previous research [14, 15, 7, 16, 17]. CRF is an undi-
rected graphical model of the hidden markov model sort but which
is conditionally trained. It is elegant, permits the use of overlapping
features and normalizes over all possible sequence and labels, and
is thus immune to the label bias problem. Lafferty et al [18] defined
by the CRF model as follows:

p(y|x, µ) =
1

Z(x)
exp
( Y∑

i=1

F∑
j=1

µifj(si−1, si, x, i)
)

Where Z(x) is the normalization term, Y is the set of NE tags,
F is a set of binary, indicator fi feature functions defined as
fj(si−1, si, x, i) whose influence is moderated by µi, the weight
parameter learned from data. A feature is composed of the observed
word sequences x, previous state si−1, current state si and the cur-
rent position in the chain i.

3. THE RESEARCH CORPUS
Data resources are huge and diverse for English and many of the
widely researched languages as evidenced in the many publications
addressing NER problem in these languages. Academic/research
conferences have been organized to study NER and each of these
build data for the concerned language(s) [19, 20, 21]. Because
no such data resource is available for Yorùbá, an NER corpus
was developed for this research from scratch. The corpus is built
from religious and religion-based news text. This choice was
informed by the unavailability of fully diacritized text for Yorùbá
in the electronic media. Yorùbá news sites publish their text
without diacritic marks and were considered unusable; the use of
diacritic-less texts for Yorùbá NER would increase the ambiguity
problems because the tone marks are grammatical in the language.

The raw text was cleaned, normalized and then part-of-speech
tagged using a PoS tagging tool described in [22]. The PoS tagged
data was then manually annotated with four NE tags following the
MUC guideline [20]. The definition of what NE category to use is
a difficult task since there is no consensus. Various forums have
proposed varying categories, ranging from about four (4) or five
to as many as forty-five (45). What makes a NE clearly depends
on the task since the NER tool would be as good as the NE con-
cepts its design is based upon [5]. There is however an agreement
on the recognition of the people, organization, and location cate-
gories. This paper therefore distinguished the Person, Location and
Organization entities and grouped other entity types together un-
der the loosely defined miscellaneous category. The labels PER for
person, LOC for location, ORG for organization, MISC for mis-
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Table 1. Description of the categories of features used in the model.
Category Features Description
Word-Internal Features
(WIF)

Cues from the current word (Wi):
word shape, word itself, word
length, affixes present, etc.

Wi, Wi is has initial capital, Wi

is all caps, Wi has digits, Wi is
a given token X , Wi has a prefix
Y ,etc.

Word-External Features
(WEF)

Clues from the PoS category
of the word and context.

PoS of Wi = X , PoS of Wi = X

and PoS of Wi−1 = P or PoS of
Wi+1 = Q, etc.

Context Features (CF) Combination of WIF and WEF Wi−1, Wi, Wi+1; Wi−2 = X ,
PoS of Wi−1 = P , Wi+1 = M ,
etc.

cellaneous categories were adopted respectively. Other non-entity
lexical items were labeled O. An 11,617 token-size corpus contain-
ing various instances of NEs as indicated in Figure 1 was used for
the training and evaluations in this study.
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Fig. 1. The occurrences of each NE category in the corpus.

4. EXPERIMENTS AND RESULTS
Two separate set of experiments were performed using a train-test
split. The first set of experiments were performed to investigate the
contributions of each of the feature categories described in Table 1
using the entire data set in an 80:20 train-test split. The model
performance is evaluated using precision, recall and balanced
F1-measure. The results are presented in Table 2. Experiments
were also carried out to investigate how each group of feature
responds to increasing size of the experimental data, starting with
30 % of the entire set with an incremental step of 10 %. The results
of these experiments are visualized in Figure 2(a), (b) and (c).

Table 2. NER Model performances with respect to
feature categories.

Feature Category Precision Recall F1 Score
WIF 0.8654 0.6818 0.7627
WEF 0.8846 0.6970 0.7797
CF 0.8889 0.6061 0.7267

As shown in Table 2, the performance of each group of features is
comparable. While the combination of the WIF and WEF features
results in a highest precision score, the recall and the F1-score for
this group is the poorest, this can be attributed to sparseness as
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Fig. 2. The effects of training set size on NER model response for each
feature category (a) Precision (b) Recall (c) F1-score to increasing corpus
size

the number of features generated for this group increased by three
folds compared to the individual groups. The WEF group attained
a marginally higher performance over the other two in terms of re-
call and F1-score. For NER application, the ability to recognize
mentions of NEs is important and highly desirable. The high pre-
cision score attained by the various feature groups indicates that
language-independent features are applicable to Yorùbá language.

3



International Journal of Computer Applications (0975 - 8887)
Volume 182 - No.41, February 2019

While the performance of the system is encouraging, as seen in
Table 2, the responses of the NER model to the increasing size
of data as shown in Figure 2 (a), (b) and (c) respectively, is an
indication that the quantity of the data set is not adequate. That
notwithstanding, these figures compare to the results obtained for
Indian languages at ICON 2013 [8] for systems trained with much
larger data. The same is true when the performance of the model is
tabled against the results obtained by Prasad and his co-researchers
for Malayalam [9] using a similar CRF-Based implementation. The
model performance also indicates a positive correlation with the
baseline performance reported by Tkachenko et al [1] for Estonian.

5. CONCLUSION
This paper has presented a simple, baseline NER model for Yorùbá
language using a small corpus annotated for the purpose of exper-
imenting language-independent feature sets. The performance of
the model is encouraging but the size of the training corpus is inad-
equate. The imperative as observed from the model performances
is to build more corpora and enrich the models with more elegant
features for improved system.
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