Abstract

Nowadays online transactions have become an important and necessary part of our lives. As the frequency of transactions is increasing, the number of fraudulent transactions is also increasing rapidly. In order to reduce fraudulent transactions, machine learning algorithms like Naïve Bayes, Logistic regression, J48 and AdaBoost etc. are discussed in this paper. The same set of algorithms are implemented and tested using an online dataset. Through comparative analysis it can be concluded that Logistic regression and AdaBoost algorithms perform better in fraud detection.
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