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ABSTRACT 
Data aggregation, information trust, and fault tolerance is 

considered to enhance the correctness and trustworthiness of 

collected information. It is based on the multilayer 

aggregation architecture of WMSNs, existing trust- based 

framework for data aggregation with fault tolerance with a 

goal to reduce the impact of erroneous data and provide 

measurable trustworthiness for aggregated result. DAG 

scheme offers fault lenience for packet loss by forming a 

Directed Acyclic Graph (DAG), which allows a node to 

have multiple parent nodes. This method can ensure correct 

data transmission timing, according to the actual hop count 

of the edge of the DAG. 

Keywords 
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1. INTRODUCTION 
Wireless sensor networks (WSN) require relatable and 

reliable data collection outlines to provide information about 

their deployment area. The availability of micro-sensors and 

low-power wireless communications will enable the 

disposition of sensor networks for a wide range of new 

services to support user activities [1]. These networks are 

likely to be serene of many distributed sensor nodes, using 

unpredictable wireless links by default, equipping sensors 

(e.g. light, sound and motion), functioning self-

configurable, and in many cases, without access to 

renewable energy resources. Thus, energy saving is one of 

the relevant issues for achieving long-lived networks [2]. 

There is another major issue, which is the enhancement in 

the accuracy of the collected data [3], since obtaining 

accurate data is the prime objective of the observer. This 

signifies a challenge for sensor networks to improve their 

ability to match the actual value of the extent being 

collected. 

2. RELATED WORK 

2.1  Fault Tolerance for event detection in 

wireless sensor network 
It proposes a new approach that considers the case where 

nodes can have different failure probability values. Various 

types of failures can be handled Which can be used as a 

general distributed fault-tolerance mechanism for any 

application where nodes may have diverse accuracy levels 

[3]. Two new dispersed error models that take into account 

the location and relative position of sensor nodes are 

developed. The first model takes the fact that nodes that are 

nearer to each other have a higher spatial correlation than 

far nodes. The second model accounts for the importance of 

the relative geographical distributions of the two voting 

quorums (the two subsets of neighbors deciding the 

presence of an event or its absence, respectively). It comes 

from the comment that an event detected on all sides of a 

node (the node is in the middle of the detection region) is 

more likely to be present at the node itself than an event that was 

detected by nodes only on one side of the node (the node might 

be on the edge of the event region). 

Several assessment mechanisms that can be used by sensor nodes 

to learn their error rates continuously are developed [4][5]. The 

proposed mechanisms utilize the moving average and geometric 

moving average algorithms. These two schemes can provide 

accurate and timely estimation of the node error rate when their 

parameters are set. No longer Nodes required to know their error 

rates prior to the deployment. It allows the algorithm to handle 

the situation where the node error rate changes over time. 

2.2 Fault Tolerance in Spatial Query 

Processing 
The core involvement of this paper is the intention of an energy 

efficient fault-tolerant mechanism for in-network spatial query 

handling in WSN. Query propagation avoids failed nodes by 

requesting applicants to forward the query, thus considering only 

the nodes that responded to the request. This approach increases 

the robustness and energy efficiency of the mechanism, since 

there is no need of node monitoring for failure detection. The 

mechanism is composed of three new algorithms. The first is a 

fault tolerant geographic routing protocol to forward queries to 

the region of interest (RoI). It also proposes two failure resilient 

algorithms to disseminate queries within the RoI, collect 

environmental data and aggregate them.  

There are two types of spatial queries in WSN: window and KNN. 

In window queries, the user defines the RoI inside the area 

monitored by a WSN and nodes inside this region collect 

environmental data [6]. Another type of query is called KNN (K 

Nearest Neighbor). The user defines a point inside the monitored 

area (called query point) and the value of K. The data is collected 

by the K nodes contiguous to the query point [7]. In this work we 

focus on window query processing. 

Spatial query processing can be divided into six stages, as 

illustrated by Figure 1. The user, represented by the computer, 

defines the RoI. The Pre-Processing stage is performed in the 

user’s computer. It prepares queries to be sent to the WSN. The 

first sensor node to receive the query is named Originator. In the 

Forwarding stage, the query is forwarded from the Originator to a 

node within the RoI. This last node in the Forwarding stage is 

called Coordinator. In the Dissemination stage, the query is 

disseminated from the Coordinator to all nodes inside the region 

of interest. These nodes sense environmental data in the Sensing 

stage and send this information to be aggregated in the 

Aggregation stage. Finally, in the Return stage, the node with the 

query result forwards it to the Originator. 
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Fig1: Six Stages of Spatial Query Processing 

2.3 Layer Independent Fault Tolerant for 

wireless sensor network 
It presented a layer independent fault tolerance mechanism 

which applies to critical monitoring applications. It allows 

monitoring reports to be stored during failures before it’s 

finally retransmitted from false data sources. It preserved a 

stateless mechanism, which ensured a complexity of low 

message and a low energy consumption. A repair-based 

solution therefore leads to a fast recovery once new paths 

open toward sink stations [8]. 

The main objective of LIFT consists in the storage of 

monitoring reports whenever every next hop relay to the sink 

becomes unavailable. Considering a mobile environment 

(e.g. inter-vehicle communication), such situation may 

occur whenever nodes located on the routing path become 

out of range resulting in a network partition. Its aim at 

benefiting from both the in-node resources and the ones 

located in its vicinity. It then proposes to have stored nodes 

acting as phony data sources once next hops get available 

again. Upon such recovery, stored packets are delivered to 

the sink in order to achieve reliable data collection, without 

emerging from an overt fault-tolerance mechanism [9]. 

These messages are indeed measured as standard 

monitoring reports. All operations defined in LIFT are 

shown in Figure 2. 

 

Fig2:Operation of LIFT 

 

 

2.4 Fault Tolerant Routing Techniques in 

Wireless Sensor networks 
 

Fault tolerance confirms that a system is available for use without 

any disruption in the incidence of faults; thus fault tolerance rises 

the reliability, availability, and consequently dependability of the 

system. The most popular approach for fault tolerance is the 

multipath routing where a set of several paths between the source 

nodes and the sink are determined at the payment of increased 

energy ingestion and traffic generation. Multipath routing 

provides additional benefits of load balancing and bandwidth 

aggregation. Routing protocols proposed for WSNs [14, 15] can 

be classified into three groups depending on the methods used for 

finding the path, proactive routing in which all paths are 

computed and maintained in advance and stored in a routing table, 

reactive routing where all paths are generated on demand, and 

hybrid routing which is a mix of the both the groups. 

Two mechanisms [16] are used to establish multiple paths. 

Disjoint multipath build a number of alternate paths which are 

node/link disjoint with the primary path and with other alternate 

paths. Thus, a failure in any or all nodes/link on the primary path 

does not affect the alternate paths. Those alternate paths expend 

meaningfully more energy than that on the primary path since 

they could potentially have much longer latency; moreover, 

global topology knowledge is needed to facilitate the creation of 

the multiple disjoint paths. Using this multipath scheme in a 

network with k node-disjoint routes from source to destination 

can tolerate at least k – 1 intermediate network factor failures. 

Braided multipath construct an alternative path for each node in 

the primary path that does not include this node, which means 

alternate paths in a braid partially overlay with the primary path. 

These alternate paths are not much more expensive than the 

primary path in terms of latency and overhead (alternative paths 

are shorter than in disjoint multipath). However, when all or most 

of the nodes on the primary path fail, new path discovery is 

required which introduces a surplus overhead.Fault tolerance 

mechanisms are usually classified into retransmission and 

replication types. 

Retransmission 

The most popular mechanism is to retransmit the data packets to 

the sink on one of the multiple paths using minimum hop count or 

minimum energy ingestion depending on the network 

requirement, for a predetermined number of times. The way is that 

the sink node transfers an acknowledgement back to the basis 

when a data packet is received indicating successful transmission. 

If the acknowledgement is not received by the sender before a 

timeout, the data packet will be retransmitted. In WSNs the 

packet loss rate on the wireless link is higher than in other 

networks, thus the link level retransmissions is the most popular 

mechanism used. However, this method has some drawbacks in 

that it increases the network traffic requiring more resource 

consumption. Additionally, transmitting an acknowledgment 

message may increase delivery delay and more packet loss due to 

collisions. Furthermore, more memory space is needed in the 

sensor nodes to buffer the packet until it receives an 

acknowledgment from the destination. 

Replication 

Introducing redundancy into packet delivery [17] is another 

mechanism used to provide fault tolerant routing protocols for 

WSNs. One of the replication mechanisms that routing protocols 

adopt to ensure delivery of the original packet to the sink is to 

transmit multiple copies of the same packetover different paths in 

order to recover from some path failures. The major drawbacks of 

this mechanism are the high overhead introduced when the packet 
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is transmitted through each node till it reaches the sink, the 

maintenance of the path state in each of these nodes, and not 

being adaptive to channel errors. 

2.5 Outlier Detection Based Fault Tolerant 

Data Aggregation for Wireless Sensor 

Networks 
A. Error lenient Data Aggregation scheme using an in- 

network outlier detection mechanism, called FTDA. The 

outlier detection mechanism is based on the Locality 

Sensitive Hashing (LSH) technique [18]. The LSH 

algorithm used in FTDA permits solid representation of 

sensor data which reduces the communication overhead of 

outlier detection. FTDA takes advantage of LSH technique 

by estimating the similarity of sensor data from their 

compact sketches (LSH codes). The data aggregator 

performs data aggregation based on these LSH codes. 

First, we propose a novel fault tolerant data aggregation 

scheme, FTDA, using an in-network outlier detection 

mechanism based on LSH technique. With the help of LSH 

Practice, FTDA protocol is able to detect outliers in a 

distributed and energy efficient manner. Second, using LSH 

codes, FTDA protocol eliminates the redundant data 

transmission from sensor nodes to data aggregators thereby 

incrementing the efficiency of data aggregation process. 

FTDA protocol involves of three phases,  

(i) Data collection and LSH code generation, 

(ii) Outlier detection and redundant data elimination, (iii) 

Data aggregation. 

These three phases are periodically realized in each cluster. 

This paper presents a fault tolerant data aggregation scheme 

that eliminates the false data sent by malfunctioning and/or 

compromised sensor nodes. To prolong the lifetime of the 

network by saving energy, a Locality Sensitive Hashing 

(LSH) based in-network outlier detection technique is used. 

The simulation results display that the planned scheme, 

FTDA, is able to detect outliers in most cases. As a result, 

FTDA reduces the number of false data transmissions 

thereby increasing the data aggregation accuracy. 

2.6 F. A Trust-Based Framework for 

Fault-Tolerant Data Aggregation in 

Wireless Multimedi 
a Sensor Networks 

In WMSNs, data aggregation with fault-tolerance can 

reduce the network load and guarantee data reliability. As 

WMSNs are associated with different applications which 

have different data types, data fault-tolerance will vary from 

applications to applications. Most of the fault-tolerant 

techniques [19], [20] make use of temporal or spatial 

correlation, and statistical characteristics to reduce the 

impact of erroneous data. During the process of data 

gathering and aggregation, each node calculates its self-

trust opinion on its collected data through temporal 

correlation, and then sends the data along with its self-trust 

opinion to its aggregator. 

Each aggregator estimates its peer-trust opinion on each 

node in its aggregation set through spatial correlation, and 

then calculates its peer-trust opinion on the data reported by 

each child node using trust transfer rule. Based on the trust 

opinions calculated, each aggregator performs weighted 

data aggregation, and derives self-trust opinion on its 

aggregated result using trust combination rule. 

Subsequently, each aggregator reports the aggregated result and 

its self-trust opinion to the upper layer aggregator progressively, 

till the sink node. The proposed scheme can significantly decrease 

the impact of erroneous data and provide measurable 

trustworthiness for aggregated data 

3. CONCLUSIONS 
The proposed method forms a Directed Acyclic Graph (DAG), 

that allows a node to have multiple parents, and collects data 

using the DAG. By using multiple parents as intermediate nodes, 

which provides tolerance for the failure in wireless transmission. 

Although the method uses multiple parents, the method avoids 

being aggregated by the same. In addition, the method can tune 

the data transmission timing control correctly according to the 

actual hop count of edge of the DAG. 

By using combination of two methods: 

(1) Trust based method 

(2) DAG method 
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