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ABSTRACT
Now a days, cervical cancer is treated as one of the main causes
of death of women due to cancer in worldwide. In this study, we
collected 741 instances of cervical cancer data, preprocessed data,
explored high ranked significant features using different feature se-
lection techniques such as Information Gain (Info. Gain), Gain Ra-
tio, Gini Indexing and χ2 and implemented different meta classi-
fier techniques such as Dagging, Additive Regression, CVParam-
eter Selection, MultiScheme, MultiSearch. After that we proposed
a new ensemble learning method which is combined with different
meta classifier algorithms. Then we found out different evaluation
metrics such as Mean Absolute Logarithmic Error (MALE), Root
Mean Square Logarithmic Error (RMSLE), Mean Absolute Error
(MAE) and Root Mean Square Error (RMSE) using each of meta
classifier algorithms. Later we compared the result of error rate of
an proposed algorithm with the error rate result of different meta
classifier algorithms and it showed that the proposed algorithm per-
forms as the best classifier to classify these cervical cancer data.
This analysis will be helpful to evaluate a performance model for
researcher.
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1. INTRODUCTION
Cervical cancer is a cancer which arises from the cervix. It arises
because of the abnormal growth of cells and then it extends over all
other parts of the body. Today cervical cancer is considered as the
second most common cause of cancer among women worldwide
[12]. The burden of the disease is increasing day by day due to the
ascending trend of transmissible diseases such as HIV and Human
67 Papilloma Virus (HPV). Several studies show that cervical can-
cer screening and intervention programs should target communities
with lower socioeconomic status due to lower rates of screening
and knowledge. According to WHO approximately 90% of deaths
from cervical cancer occurred in low- and middle-income coun-
tries.Smoking is considered as one of the top most main causes
for cervical cancer. Long-term use of oral contraceptive pills and
also multiple pregnancies can also cause cervical cancer. In this
present situation of world, overweight and obese women had an in-
creased risk of cervical cancer, likely because of under-diagnoses

of cervical pre-cancer [9]. In this paper, we have collected a data
set of the factors that causes cervical cancer from UCI data repos-
itory. On the collected dataset, we have applied Correlation-based
Feature Selection (CFS) methods with many subset classifiers. As
well as we have evaluated high ranked significant features with ap-
plying different feature selection techniques such as Information
Gain (Info. Gain), Gain Ratio, Gini Indexing and χ2. Then we have
calculated Mean Absolute Logarithmic Error (MALE), Root Mean
Square Logarithmic Error (RMSLE), Mean Absolute Error (MAE)
and Root Mean Square Error (RMSE) using different meta classi-
fier algorithms which gives the error rate.The classifier that shows
the lowest error rate performs better as classifier. In this work, we
have also proposed a new method based on ensemble learning ap-
proach. Then we compared its error rate for better performance
with others meta classifier algorithms.

This paper is organized into several sections. Section II represents
materials and methods where analysis of data and working pro-
cedure are described in brief. Section III represents experimental
results of our work. Thus, various results on our findings are war-
ranted in section IV. Finally, our experimental analysis are short-
ened with some limitations and finished this work with expecting
some future plans.

2. RELATED WORK
In 2017, K. Fernandes, et al. [3] did a research to moderate the
amount of labeled data from each modality/expert. They proposed
a regularization-based transfer learning strategy that encourages
source and target models to share the same coefficient signs. They
instantiated the proposed framework to predict cross-modality in-
dividual risk and cross-expert subjective quality assessment of
colonoscopy images for different modalities. In 2013, C.T. Tseng et
al. [14] did a study where they applied machine learning techniques
to produce objective to an inferential problem of recurrent cervical
cancer. In this study, the machine learning approaches including
support vector machine, C5.0 and extreme learning machine were
considered to find important risk factors to predict the recurrence
prognoses for cervical cancer. In 2010, X.Hu et al. [7] identified
a microRNA based signature for the prediction of cervical cancer
survival in their work. They developed a logistic regression model
which was developed based on these two microRNAs and the prog-
nostic value of the model was subsequently validated with indepen-
dent cervical cancers. In 2006, K.Thanganel et al. [13] found how
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the problem of cervical cancer diagnosis is approached by a data
mining analyst with a background in machine learning. Here they
made an attempt to identify patterns from the database of the cer-
vical cancer patients using clustering. In 2004, S.Hu et al. [5] did a
study where they identified the combined patterns of cervical can-
cer risk factors including demographic environmental and genetic
factors using induction technique. They compared logistic regres-
sion and a decision tree algorithm and finally this study showed
how the decision tree algorithm could be used in risk analysis and
target segmentation for cervical cancer management. In 2004, J.T
Horng et al. [6] in their study employed a Bayesian network and
four decision tree algorithms and compared the performance of
these learning algorithms. The result of this study showed the pos-
sibility of investigation that could identify combinations of genetic
factors such as SNPs and microsatellites which influence the risk
associated with common multifactorial diseases such as cervical
cancer.
In 2004, Nathalie Reesink-Peters et al. [10] did a Current
morphology-based cervical cancer screening which is associated
with -significant false-positive and false-negative results. Accord-
ing to their study it is unknown whether a cervical scraping reflects
the methylation status of the underlying epithelium and it is there-
fore unclear whether quantitative hyper methylation specific PCR
(QMSP) on cervical scrapings could be used as a future screen-
ing method augmenting the current approach. This feasibility study
showed that QMSP on cervical scrapings holds promise as a new
diagnostic tool for cervical cancer. In 2003, R Sankaranarayanan,
MD et al. [11] in their study they provide valuable information on
the average, comparative test performances in detecting high-grade
cervical cancer precursors and cancer. In 2001, Sue j. Goldie et al.
[4] did a study to assess the cost-effectiveness of several cervical
cancer screening strategies using population specific data. In their
analysis they developed a comprehensive model capable of assess-
ing alternative screening strategies for cervical cancer in develop-
ing countries and used the model together with country specific
data to conduct a policy analysis comparing the clinical benefits
and cost effectiveness of different cervical cancer screening strate-
gies.

3. METHOD AND MATERIALS
We considered several steps to analyze cervical cancer data and
find out significant ranked features using different feature selection
methods and applied different meta classifier algorithms which are
shown best performance to detect cancer which are given as fol-
lows:

3.1 Cervical Cancer Data
There were N=858 records which we collected from UCI machine
learning data repository. The data set contains demographic infor-
mation, habits and historic medical records of 858 patients. But
there were some missing values among the records which were
some of the questions that several patients did not answer because
of privacy. After removing the missing values, we have selected
741 records for feature selection and classification approach. This
cervical cancer dataset consists of 36 attributes where the outcome
class is represented by binary value ”0” or ”1”.’ Here, ”1” value
represents the positive cervical cancer and ”0” represents the nega-
tive cervical cancer.

Table 1. Feature Ranking.
Info. Gain Gain Ratio Gini χ2

Schiller 0.059 0.127 0.015 94.221
Hinselmann 0.016 0.059 0.004 27.272

Dx:HPV 0.006 0.039 0.002 10.533
Dx:Cancer 0.005 0.035 0.001 9.592

Dx 0.003 0.025 0.001 7.338

3.2 Feature Selection and Ranking Approach
Feature selection is an important part in the field of data analy-
sis. It help us to create an accurate predictive model by remov-
ing unneeded, irrelevant and redundant attributes from data that do
not contribute to the accuracy of a predictive model. In this ex-
periment, we have used many feature selection algorithms such
as cfssubsetEvaluator with (AntSearch, CuckooSearch, BeeSearch,
BatSearch, ElephantSearch, Evolutionary Search, FlowerSearch,
GeneticSearch, FireflySearch, Greedy Stepwise, HarmonySearch,
LinearForward Selection, Multiobjective Evolutionary Search,
PSO Search, RhinocerosSearch, SubsetSize Forward Selection,
WolfSearch). The original data records had 36 attributes with 4
class levels. After applying these different feature selection ap-
proaches, we have selected common 24 attributes for the different
meta classification approach and selected ”cytology” as our class
level.
We have also applied different feature selection approaches to eval-
uate and rank significant features of cervical cancer data. Dif-
ferent feature selection approach such as Information Gain (Info.
Gain), Gain Ratio, Gini Indexing and χ2 are represented in Table
1 . ”Schiller” feature shows as the high ranked feature and Hin-
selmann, Dx:HPV (Human Papilloma Virus), Dx:Cancer (person
had previous cervical cancer diagnostic), Dx are also pointed high
ranked features respectively according to Info. Gain, Gain Ratio,
Gini Indexing and χ2.

3.3 Classification Approach
Classication is the process to find function or model that explains
and distinguishes concepts or classes whose label is unknown for
the intention to predict the class of objects of using the model. After
data preprocessing, we have used many meta classifier algorithms
to analyze these datasets. But many of them were more complex
and did not gave accurate outcomes. So finally we have selected five
classification model (Dagging, Additive Regression, CVParameter
Selection, MultiScheme, MultiSearch ). Using these classifiers, we
have found the MALE (Mean Absolute Logarithmic Error), RM-
SLE (Root Mean Squared Logarithmic Error), MAE (Mean Abso-
lute Error) and RMSE (Root Mean Squared Error). These values
shows the different error rate result of the classifiers by which we
do the performance analysis.Then we applied a proposed method
and compared the performance with the previous results of the clas-
sifiers.

3.4 Proposed Algorithm
In this paper, we introduced a new proposed algorithm based on
AttributeSelected meta classifier which combines with AdditiveR-
gression classifier to produce lower error rate and evaluate bet-
ter performance of cervical cancer data and it supports for high-
dimensional multi-class data using ensemble learning technique.
Ensemble is an one kind of learning process which combined
with different classification methods to generate a strong associ-
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Fig. 1. Proposed Methodology

ated model from the data [1] [2] . Ensemble model improves the
performance of classification accuracy of class-imbalanced data.

4. EXPERIMENTAL RESULT
Weka is a software tool which consists of group of machine
learning algorithms to accomplish data mining tasks [8]. It in-
cludes several tools for data preprocessing, classification, clus-
tering, regression, association rules and visualization. It is also
helpful to develop new machine learning methods. In this exper-
iment, we used weka data mining tool to operate features and
classification motive. We carried 741 instances of cervical can-
cer data with 24 attributes. Then we applied many feature selec-
tion algorithms such as cfssubsetEvaluator with (AntSearch, Cuck-
ooSearch, BeeSearch, BatSearch, ElephantSearch, Evolutionary
Search, FlowerSearch, GeneticSearch, FireflySearch, Greedy Step-
wise, HarmonySearch, LinearForward Selection, Multiobjective
Evolutionary Search, PSO Search, RhinocerosSearch, SubsetSize
Forward Selection, WolfSearch). After that we associated 12 meta
classifier algorithms using 10 fold cross-validation into our dataset
and selected 5 meta classifier algorithms such as Dagging, Ad-
ditiveRegression, CVParameterSelection, MultiScheme and Mul-
tiSearch. Then we used our new proposed algorithm which is com-
bined with different meta classifiers for their better performance
using the result of error rate such as MALE, RMSLE, MAE and
RMSE. These performance of error rate can be defined as follows:

—Root Mean Squared Logarithmic Error (RMSLE)
Root Mean Squared Error (RMSE) and Root Mean Squared Log-
arithmic Error (RMSLE) both are the techniques to find out the
difference between the values predicted. RMSLE also measures
the ratio between actual and predicted.

RMSLE =
1

N

N∑
i=1

(log(pi + 1)− log(ai + 1))2 (1)

—Mean Absolute Error (MAE)

Table 2. Compare Error Rate for Different Classifier.
Classifiers MALE RMSLE MAE RMSE
Dagging 0.0765 0.1528 0.0955 0.2189
Additive Regrassion 0.0764 0.1564 0.0962 0.2212
CV Parameter Selection 0.0863 0.1593 0.1046 0.2287
Multi Scheme 0.0863 0.1593 0.1046 0.2287
Multi Search 0.0774 0.1552 0.0967 0.2195
Proposed Method 0.0737 0.151 0.0929 0.2151

Mean Absolute Error (MAE) is the average vertical distance be-
tween each point and the identity line where point i has coordi-
nates (xi, yi). The Mean Absolute Error is given by:

MAE =

N∑
i=1

|yi − xi| (2)

—Root Mean Squared Error (RMSE)
The root-mean-squared error (RMSE) is a measure of how well
the model is performed. It does this by measuring difference be-
tween predicted values and the actual values. RMSE is defined
as-

RMSE =
1

N

N∑
i=1

(pi − ai)2 (3)

Then using these formula, we generated Mean Absolute Logarith-
mic Error (MALE), Root Mean Square Logarithmic Error (RM-
SLE), Mean Absolute Error (MAE) and Root Mean Square Error
(RMSE) value for each meta classification algorithms and our pro-
posed algorithm to find out the error rate and compared the result
of proposed algorithm with the result of others meta classifier algo-
rithms which is presented in table II. The result of this experiment
can help to find the best classier.
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Table 2 is considered different evaluation metrics such as MALE,
RMSLE, MAE and RMSE of different meta classifier algorithms
and proposed algorithm.
In figure 2, the graphical representation of error rate results of dif-
ferent classifiers of cervical cancer dataset is shown. Here it is seen
that the percentage of of error rate of proposed algorithm is lower
than others meta classifier algorithms.

5. DISCUSSIONS
In this experiment, we explored the cervical cancer data by apply-
ing Correlation-based Feature Selection (CFS) methods with many
subset classifiers, ranking most significant features with different
feature selection method, implementing different meta classifier al-
gorithms and an proposed ensemble learning algorithm into this
dataset. After that, we originated different evaluation metrics such
as MALE, RMSLE, MAE and RMSE of different meta classifiers
which produce the best performing results than others. Then we
applied the proposed algorithm with its evaluation metrics such as
MALE, RMSLE, MAE and RMSE. Then we compared the error
rate of proposed algorithm with error rate of several meta classi-
fiers.

Fig. 2. Error Rate of Individual Classifiers

When we compared the lowest error rate of different meta classi-
fiers with the error rate of proposed algorithm, we found that the
proposed algorithm is shown the lowest error for any possible fea-
ture sets of cervical cancer dataset. Here we found that all the er-
ror rate of MALE (0.0737), RMSLE (0.151), MAE (0.0929) and
RMSE (0.2151) of the proposed algorithm is showed lowest rate.
Because we know that the classifier which have less error rate eval-
uated better performance. So we found the better performance for
the proposed algorithm. In figure 2, we also shown the compared
error result visually in graphical representation which is very easy
to compare the result and find the best classifier.

6. CONCLUSION & FUTURE WORKS
In this work, we have used different meta classification techniques
on the data set of the factors that cause cervical cancer. Here we
have evaluated highest significant ranked features from different
feature selection methods and selected five meta classifiers to ana-
lyze the dataset and evaluate the lowest error rate for better perfor-
mance.Then we have applied an ensemble learning proposed algo-
rithm based on AttributeSelected meta classifier which combines
with AdditiveRgression classifier. Then we have compared the re-
sult of proposed algorithm with others meta classifier algorithms.

Finally, we have found that our proposed algorithm gives better per-
formance than the existing meta classifiers. In future, more learning
methods will be associated with this proposed ensemble learning
method to find out more significant risk factors of cervical cancer
which will more acceptable to detect cancer for further research.
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