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ABSTRACT 

Many studies indicate that words and sentences represent only 

7% of our ways of communicating with our world, while the 

bulk goes to our movements and gestures that are translated 

into the minds of the recipients unconsciously of them. Face 

detection is an important topic in computer vision. Viola-

Jones is a powerful approach of identifying objects, especially 

facial recognition. Viola-Jones is subjected to a number of 

parameters that affect its performance. The measuring factor 

has the most impact on facial recognition and provides a 

balance between speed and accuracy in face detection. In this 

paper, the improved Algorithm of Viola Jones has been used 

by modifying the measurement factor using a genetic 

algorithm to determine face gestures.  

In this paper, the KNN classifier, MFCC (Mel Frequency 

Cepstral Coefficient), and the Extract feature are used in 

evaluating the detection of face gestures. First, we take the 

picture as input and use signal processing techniques to 

convert it to time domain references. For detecting the front 

face gestures accurately and efficiently, MFCC will be used 

with LBP (Local Binary Pattern) and DOG (Difference of 

Gaussians) to extract the feature. Based on the result of 

feature extracting, the KNN classifier classifies the activity of 

our input signal. Experimental results show that the proposed 

approach is superior to other ways of recognition.   
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1. INTRODUCTION 
The detection of face gestures is part of the feelings and is 

considered one of the important topics in these days. The 

traditional response in the various facial images under 

conditions is not controlled such elements as the security 

situation and lighting and different changes to the person in 

recognizing the face and different frequencies of sound in 

order to identify emotions for any database of face detection 

system and its indication of gesture[1][2]. 

The frequency, test, and results of the sound mileage are 

calculated by creating the database for the face and storing 

these features in the database. This database is then, used to 

evaluate facial gestures using different algorithms [3].  

The expression of gesture and the recognition of a person’s 

affective state are abilities indispensable for natural human 

interaction and social integration. The study of gesture has 

attracted interest of researchers from very diverse areas 

ranging from psychology to the applied sciences. Face 

detection and emotion features are currently very active area 

of research in the computer vision field. Different kinds of 

face detection application are currently used such as image 

database management system, monitoring and surveillance 

analysis, biomedical image that help the interfaces and drivers 

alertness systems [4][5]. 

Recently, many commercial systems for face recognition have 

become one of the most active applications of pattern 

recognition, image analysis and understanding. Non-verbal 

gestures give us more vital details about the person as the 

facial recognition plays a vital rule in human computer 

interaction. The verification system identifies a person’s 

identity by comparing the captured image templates stored in 

the system and recognizes a person by checking the entire 

template database for a match [6]. 

Viola Jones is one of the most important algorithms in face 

recognition subject at the moment. There are a number of 

parameters that play a great role in the process of face 

recognition using Viola Jones. One of these parameters is the 

Scale Factor. In [7] the optimal value of the scale coefficient 

has been selected using a genetic algorithm where Genetic 

Algorithms are one of the most important algorithms currently 

used in the processes of improvement. 

In this paper, the improved algorithm of Viola Jones has been 

used in face gestures detection. To detect foreshorten face 

gestures accurately and efficiently, we will use MFCC along 

with LBP and DOG for feature extraction. Based on the 

results of feature extraction, the KNN classifier best classifies 

the activity of our input signal. 

The rest of this paper is organized as follows: the improved 

algorithms Viola-Jones is discussed in section 2. Local Binary 

Pattern (LBP) is discussed in section 3. Difference of 

Gaussians (DOG) is discussed in section 4. Mel frequency 

cepstral (MFCC) is discussed in section 5. K-nearest 

neighbors classifier (KNN) is discussed in section 6. 

Methodology is discussed in section 7. Experimental result is 

presented in section 8 while in section 9, we conclude our 

work.  

2. IMPROVED VIOLA-JONES 

ALGORITHMS   
  In this section, we discuss our method of improving the 

performance Viola-Jones face detection algorithm. Viola-

Jones algorithm has been widely used in face detection [8] 

due to it rescales the detection instead of the input image and 

run the detector many times through the image each time. 

This method saves processing time because it requires the 

same number of calculate whatever the used size [9]. Viola-

Jones algorithm enables a fast and accurate detection of the 

integral image for feature computation, AdaBoost for 

selection and cascade classifiers for efficient computation 

resource allocation [10].Viola-Jones algorithm is governed by 

a number of parameters that affect its face detection 

performance: suppression, search mode, scaling factor and 

scaling mode. Among these parameters, the scaling factor has 
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the most impact on the process of face detection because it 

introduces a balance between speed and accuracy. However, 

the value of scaling factor is selected to be fixed which may 

not be global in different datasets. To improve this drawback, 

we propose the use of genetic algorithm of Viola-Jones 

algorithm to obtain dynamic scaling factor and have global 

solution. In the proposed genetic algorithm, we use crossover 

operation to determine the coefficient of the scale by the 

fitness value. The process is described using flowchart in 

Fig.1. 

 

Fig. 1. The improved Viola-Jones algorithm based on the 

genetic algorithm. 

The image is feed to the Viola-Jones algorithm and at the 

same time Viola-Jones demean for the value of fitness value 

for the scaling factor. This value is used to identify the face in 

the image in all Viola-Jones algorithm stages. If the process is 

succeeds, the algorithm will stop. Otherwise, a new value for 

scaling factor is generated by the genetic algorithm and the 

process is repeated until the suitable value is obtained. 

3. LOCAL BINARY PATTERN (LBP)  
In various applications, Local Binary Pattern (LBP) features 

have performed many tasks such as texture classification, 

segmentation, image retrieval and surface inspection [11-13].  

LBP specifies the 3 x 3 region per pixel with the center pixel 

value and looks at the result as a binary number. The original 

LBP driver names the pixels of the image to look at facial 

shape information then, divided the facial images into small, 

non-overlapping R R0, R1, .... RM 

Each face image is regarded as a composition of micro-

patterns which is effectively detected by the LBP operator. 

The LBP histograms extracted from each sub-region are then, 

connected into a single, spatially enhanced feature histogram 

which can be defined as: 

 

Where i = 0, ... , L-1, j = 0, ..., M-1. The extracted feature 

histogram describes the local texture and global shape of face 

images.  

4. DIFFERENCE OF GAUSSIANS (DOG)  
DOG is an algorithm which improves the features that 

subtracts an unclear version of an image from less visible one. 

Indistinct images are resulted after simplifying images to gray 

scale and combining the original images with Gaussian 

kernels. High -frequency spatial information is prevented by 

the blurring of the image using a Gaussian nucleus [14-16]. 

The subtraction of one image other than others   preserves the 

spatial information between the frequency ranges stored in 

unclear images. Accordingly, the Gaussians are a filter which 

excludes the spatial frequencies and maintains them. 

The difference from Gaussians is used as an optimization 

feature to increase the visibility of the edges and other details 

in a digital image. The Gaussians distinguish the high-

frequency details that include random noise making it suitable 

for high-noise image processing. 

The main problem in application our algorithm is the inherent 

reduction in the total picture contrast resulting from the 

process. There is a variety of alternative edge sharpening 

filters that work by improving the details of high frequencies. 

The random noise with high spatial frequency can be 

undesirable fact because many of these sharpening filters tend 

to enhance noise. 

5. MEL FREQUENCY CEPSTRAL 

(MFCC) 
MFCC’s are very useful features in audio processing. In the 

presence of noise, MFCC values not robust. Accordingly, 

there has been an increased effort to find new features that are 

more noise robust than MFCCs. Such as features as spectro-

temporal modulation features are more robust to noise, but 

they are computationally expensive. Some researchers 

propose modification to the basic MFCC algorithms to 

improve robustness.Skowronski and Harris studied the effects 

of wider filter bandwidth on noise robustness. To modify 

MFCC, they used the known relationship between center 

frequency and critical bandwidth. The features of MFCC 

approximate the frequency decomposition along the basilar 

membrane by a short-time Fourier Transform. DCT (discrete 

cosine transform) is used to de-correlate the features. 

Compression is expressed as a log function and the auditory 

critical bands are modeled using triangular filters [17]. 

6. K-NEAREST NEIGHBORS 

CLASSIFIER (KNN) 
KNN (k Nearest Neighbors) classifier is one of the most 

commonly used methods. It has been applied on a variety of 

cases. Among several methods for pattern recognition, KNN 

classifier works as follows. First, for each one of the training 

set elements a classification of it is performed based on 

various neighborhoods. The k value that maximizes the DC of 

each classification is found thus, for each training set there 

corresponds a particular k value which is considered the best 

available. Then, for each unknown element, the nearest 

neighbor is found and its k value is assumed (based on the 

“optimum” k array). After that, the KNN classifier is applied 

on that test element using that k value [18]. 
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The KNN algorithm is given below 

1. Choose k number of samples from the training set to 

generate initial population (p1). 

2. Calculate the distance between training samples in 

each chromosome and testing samples as fitness 

value. 

3. Choose the chromosome with the highest fitness 

value and store it as global maximum (Gmax).For i 

= 1 to L do 

i. Perform reproduction 

ii. Apply the crossover operator. 

iii. Perform mutation and get the new population. 

iv.  iv. Calculate the local maximum (Lmax). 

v.  If Gmax < Lmax then a. Gmax = Lmax; 

Output: the chromosome which obtains Gmax has the 

optimum K-neighbors and the corresponding labels are the 

classification results. 

7. METHODOLOGY  
The main aim of this work is to implement an efficient 

method to detect the face and some non-verbal gestures of a 

person. This work is divided into two parts. The first part 

focuses on storing the features of the face and the features of 

the voice of humans. The second part deals with an evaluation 

of the face and some non-verbal gestures of a person using the 

features database. We use enhancement of Viola Jones face 

detection algorithm to create the database for the face 

detection. The numbers of input images are collected for the 

creation of database then, the database for the features of 

voice with the different non-verbal gestures of the person is 
created. Fig 2 shows the overall implementation of the 

proposed system. 

            

Fig 2. Use of the improved Viola-Jones algorithm for 

detecting gestures 

8. EXPERIMENTAL RESUULT 
The following figure shows the overall experimental results of 

the proposed system. We considered Fig. 3 (a) as an input 

image and applied signal processing techniques to convert it 

into time domain signals. Then, conversion signals are 

decomposed and considered one decomposition image as 

shown in Fig. 3 (b). To foreshorten face gestures accurately 

and efficiently, we will use the MFCC along with LBP (Local 

Binary Pattern) and DOG for feature extraction, from this we 

will get normalized signals as shown in Fig. 3 (c). On the 

basis of the results of feature extraction, the KNN classifier 

classifies the activity of our input signal. We obtain output 

according to the normalized signals as shown in Fig. 3 (d). 

 

Fig 3: Results of the proposed Work 

9. CONCULSION 
The improved algorithm of Viola Jones has been used by 

modifying the measurement factor using a genetic algorithm 

to determine face gestures. To evaluate the detection of face 

gestures, the KNN classifier, the MFCC (Mel Frequency 

Cepstral Coefficient), Extract feature are used. First, we take 

the picture as input and use signal processing techniques to 

convert it to time domain references. To detect the front face 

gestures accurately and efficiently, MFCC has been used with 

LBP (Local Binary Pattern) and DOG (Difference of 

Gaussians) to extract the feature. Based on the results of 

feature extraction, the KNN classifier best classifies the 

activity of our input signal. Experimental results show that the 

proposed approach is superior to other ways of face 

recognition. 
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