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ABSTRACT  
Video Frame Interpolation is the process of generating 
frames between two or more frames of a video. This process 
helps in the generation of slow-motion videos or helps in 
increasing the framerate of the video. Today, methods such 
as Optical Flow, Depth mapping and Visibility Mapping 
techniques are used to interpolate frames of high quality with 
less emphasis on Learning-Based methods. Thissurvey 
demonstrates a comprehensive overview of major research 

contributions in this domain. This paper provides an 
overview of 18 research papers along with novel 
architectures. The papers are compared with respect to two 
benchmark datasets: UCF 101 and Vimeo 90k across two 
metrics: Peak signal-to-noise ratio(PSNR) and Structural 
Similarity Index(SSIM). 
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1. INTRODUCTION 
Frame interpolation is the process of generating new frames 
between two existing frames such that the generated frames 
will accurately model the motion between the two pre-
existing frames. There have been many conventional 
algorithms in existence for the task of frame interpolation, 

one of the most common ones being Linear Frame 
Interpolation (LFI), wherein the interpolated image will have 
the pixels in the mean position of the previous and next 
image. This method does not take into account the motion of 
objects, resulting in moving objects having multiple edges. 
The current popular method used in television sets is the 
Motion Compensated Frame Interpolation method which 
takes into account pixel velocity and accordingly interpolates 

frames to give out good approximation frames. This 
technique also is inadequate and generally leads to something 
called the “soap-opera effect”. The interpolation techniques 
can roughly be classified into the following four categories 

namely pixel-based, shape-based, registration-based and 
learning-based.  
 

2. EXISTING METHODS   
A. Depth-Aware Video Frame Interpolation:  

Bao et al. [1] make active use of depth information to 
tackle the occlusion problem. This approach works very well 
when the objects in the image are close. The limitation of this 
approach is that it is making use of estimated depth maps and not 

true depth maps and also the approach is compute-intensive. 
 
B. Super SloMo: High-Quality Estimation of Multiple 
Intermediate Frames for Video Interpolation:  
Jiang et al. [2] in their work have created a method that can 
create any number of frames in between two frames making the 
use of bi-directional optical flow and soft visibility maps. In their 
paper, they propose the fusing of the two input images i.e. the 
image at t1 and the image at t3 and giving both the images the 

appropriate amount of “weight” while fusing them together using 
visibility maps and optical flow calculations. This approach is 
compute-intensive and the training phase may change according 
to video requirements.  
 
C. RIFE: Real-Time Intermediate Flow Estimation for Video 
Frame Interpolation:  
Huang et al. [3] in their paper overcame the drawback of bi-

directional optical flow calculation by proposing a novel model 
called Intermediate Flow Network (or IFNet). The IFNet is a 
neural network that can estimate intermediate flows between two 
images. A supervision or teacher model is used to boost the 
convergence process of IFNet. Due to the ability of the network 
to estimate the intermediate flows this method achieves good 
results in less time. This approach, however, requires us to 
generate frames serially and does not allow us to perform this 

task parallelly.  
 
D. Video Frame Interpolation via Adaptive Separable 
Convolution:  
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Niklaus et al. [4] in their approach use a Convolutional 
Neural Network which accepts two input frames and 
estimates pairs of 1D kernels for all pixels simultaneously as 
opposed to other approaches which use 2D kernels leading to 
huge data demands. This helps in a significant reduction in 

storage memory. The model has been trained using the 
perceptual loss function. However, the generated images 
have relatively lower resolution and the overall model is 
quite complex.  
 
E. Efficient Video Frame Interpolation Using Generative 
Adversarial Networks: 

One of the salient features of Generative 

Adversarial Networks is their ability to generate 
photorealistic images. GANs can work very well for tasks 
such as image generation, style transfer, text to image 
generation and many such seemingly complex tasks. Tran et 
al. [5] make use of generative adversarial networks to 
generate the interpolated frame. This approach works very 
well and takes around ⅕ththe time as compared to 
conventional interpolation methods.  

 
F. PhaseNet for Video Frame Interpolation: 
 The paper [6] proposes a deep learning-based 
approach for intermediate frame interpolation. The method 
combines the phase-based approach along with a learning 
framework using neural networks. The purely phase-based 
approach as used in [7], generates the intermediate frames by 
phase decomposition of the input images which involves 

separation of the amplitude and phase of each band in the 
image followed by temporal filtering, phase denoising and 
amplification or attenuation of its amplitude. This purely 
phased based approach is more stable to lighting conditions 
as compared to the optical flow-based methods but fails to 
handle cases when there is a wide range of motion. This 
drawback has been overcome using the PhaseNet method. 
PhaseNet takes the phase decomposition of the images as 
input and estimates the phase and the amplitude values of the 

intermediate image level by level from which the final image 
is reconstructed after applying the reconstruction equation. It 
processes the channels of the input image independently and 
requires a relatively small no. of parameters.  
The model employs a decoder only network having two 
convolutional layers of kernel size 1x1 and 3x3 respectively 
followed by batch normalization and ReLU nonlinearity. 
Furthermore, the loss function used consists of two terms. 

First is image loss which is the L1 norm of the pixel 
differences. The second is phase loss which is based on the 
deviations in the predicted phase from the ground truth 
phase. The introduction of phase loss improves the image 
sharpness and also ensures a considerable reduction in the 
training time. The curriculum learning method [8] has been 
used while training the network model. The resultant model 
is robust against lighting conditions, can handle a larger 

range of motion and produces smooth, plausible results. 
However, the model does not achieve the same level of 
details as the methods which match and warp the pixels. The 
SSIM score is lower than other interpolation methods like 
SepConv [4] in the case of high-frequency content, but there 
is no perceptual difference in the generated output. 
The model, having 460k parameters, was trained on Nvidia 
Titan X (Pascal), taking approximately 20 hours of training 

time on the DAVIS Video Dataset [9]. 
 
G. Context aware method:  

The paper [10] uses a context-aware synthesis 
approach, wherein the model takes in not only the input 

frames but also the contextual information. A pre-trained neural 
network - ResNet-18 [11] is used to extract this from the input 
frames. Further, an optical flow algorithm - PWCNet [12] 
estimates the bidirectional optical flow between the frames 
which are later pre warped with the input frames and the context 

maps. The interpolated frame is generated using a context aware 
video frame synthesis neural network. The model uses a GridNet 
architecture which is well suited for pixel-wise problems. 
Extracting and feeding the contextual information helps in 
avoiding the loss of information during frame generation. 
The method is capable even in cases having occlusion and rapid 
motion. The model uses two terms in its loss function. L1 loss 
calculates the difference between the predicted frame and actual 

frame. Second is the feature-based loss also called perceptual 
loss, obtained from VGG19 [13]. The dataset used is high-quality 
YouTube videos with a resolution of 300 x 300 pixels. The 
training was done on Nvidia Titan X (Pascal) and took two days 
to train on the dataset having 50,000 samples. 
 
H. IM-Net for High-Resolution Video Frame Interpolation: 

The paper [14] uses a fully convolutional neural 

network for estimating the interpolated motion vector field 
(IMVF) and occlusion map which extracts the features from the 
input frames. This paper uses a unique approach bypassing three 
pairs of frames at different scales, thus following a three-level 
pyramidal input structure. The features from the CNN are passed 
to an encoder-decoder architecture which synthesizes the 
interpolated frame at each scale, which is further merged to 
generate the merged output. These merged outputs are passed 

through three parallel estimators consisting of convolutional 
layers to create the occlusion map. The dataset used is the 
YouTube videos having HD and FHD resolution which include 
clips of sports events like basketball, soccer, etc. IM-NET was 
tested on the Vimeo dataset [15] and obtained an average PSNR 
of 32.35 decibels. However, in the case of higher resolution 
frames, it performs better than other methods like SepConv [4] 
and TOFlow [16]. Also, the architecture is lightweight, which 
helps faster processing and outperforms other state of the art 

methods by a factor of 16 in terms of speed. 
 
I. Channel Attention Is All You Need for Video Frame 
Interpolation: 

The paper [17] aims to replace the pre-existing 
technique of optical flow estimation. Instead, it employs a feature 
reshaping operation, known as PixelShuffle (with channel 
attention) which replaces the optical flow estimation module. 

The main idea behind this is to distribute the information 
contained in a feature map into multiple channels and extract 
information by attending the channels for pixel-level frame 
synthesis. The use of the Attention mechanism makes the neural 
network focus on important regions of its feature representations. 
The said algorithm performs equally well in presence of 
challenging motion and occlusion. The proposed technique 
outperforms the existing models that use optical flow estimation 

on almost all standard datasets like UCF101, Vimeo 90k and 
Middlebury. 
 
J. Generating Realistic Videos from Keyframes with 
Concatenated GANs: 

The paper [18] proposes a novel approach to generate a 
series of intermediate frames from two frames as input (X0 and 
Xn+1). This method uses two concatenated generative adversarial 

networks in order to achieve multiple frame interpolations in one 
shot. The first Generator G1 is a simple convolution-
deconvolution generator and the second generator G2 is based on 
the state-of-the-art U-Net architecture. The first GAN learns the 
motion using the normal autoencoder pipeline and the second 



International Journal of Computer Applications (0975 – 8887) 

Volume 183 – No. 15, July 2021 

8 

GAN learns frame details with the help of U-Net. The 
architecture employs only 2D convolution as 3D 
convolutions are computationally expensive. Adversarial 
loss, gradient difference and normalized product correlation 
loss are used while training the model. The experiments are 

performed on UCF101, Google Push and KTH dataset to 
validate the effectiveness of the proposed model.The 
proposed cat-GAN architecture can successfully generate 
realistic video from input frames which is supported by 
evaluating the results using metrics like PSNR and SSIM. 
 
K. Video Frame Synthesis using Deep Voxel Flow: 
The method proposed in the paper [19] combines the benefits 

of methods like pixel approximation and optical flow 
estimation by training a deep neural network that learns to 
compute intermediate video frames by flowing pixel values 
from existing input pixel values, which it refers to as deep 
voxel flow. This is a self-supervised approach and learns to 
reconstruct a frame by using the voxels from nearby frames, 
consequently more sharp and realistic results are obtained. 
Trilinear interpolation is performed on the input frames (t1 

and t3) to compute the desired intermediate frame(t2) . In this 
way both previous and next frames’ pixel values are taken 
into consideration for performing frame interpolation. The 
architecture used is a fully convolutional encoder-decoder 
architecture with three convolution layers, three 
deconvolution layers and a bottleneck layer. Deep voxel flow 
is trained from the UCF-101 training set and evaluated on the 
KITTI odometry dataset. The algorithm is able to achieve 

higher values of PSNR and SSIM on both datasets. This 
method shows improvement on both optical flow and recent 
CNN techniques for interpolation 
 
L. Long-Term Video Interpolation with Bidirectional 
Predictive Network: 

This paper [20] focuses on solving the challenges 
faced in long term frame interpolation in videos. They 
attempt to generate multiple frames in between two input 

frames. This approach is unlike most existing methods which 
only predict one intermediate frame or specific number of 
frames between two given time stamped adjacent frames. 
The paper explains a novel architecture based on deep 
learning called bi-directional predictive network (BiPN). The 
BiPN is bi-directional in nature and interpolates frames from 
two opposite directions. This bi-directional approach helps 
the model to predict longer video frame sequences and also 

helps in improving accuracy. The BiPN model can also be 
used to generate multiple probabilistic procedures by 
sampling across different noise vectors. They have used a 
custom joint loss to train their model which takes both 
features’ spaces and adversarial loss into account. The paper 
also discusses the advantages of their model by evaluating on 
two benchmark datasets: 2D Shapes and UCF101 which 
show competitive results to other published methodologies. 

 
M. Frame Interpolation with Multi-Scale Deep Loss 
Functions and Generative Adversarial Networks:  

The paper [21] presents a multi-scale GAN 
(Generative Adversarial Networks) for intermediate frame 
interpolation in videos. They have proposed a novel multi-
scale residual network called FIGAN, which predicts flow 
and synthesises the frame in a coarse-to-fine fashion, this 

improves the efficiency of the model. The model proposes a 
perceptual based loss function and it consists of two content 
loss functions and one adversarial loss. This improves the 
quality of synthesised intermediate video frames. The model 
is evaluated on a test dataset of YouTube -8m dataset which 

has a frame rate of 60. The results shared by the paper show a 
greater accuracy than state-of-the-art models and have subjective 
visual quality at par with these models. The FIGAN network has 
a fast run time which is ×47 faster than the state-of-the-art model 
compared in the paper. 

 
N. Deep frame interpolation for video compression: 

This paper explains the problem faced in interpolation 
methods that use deep learning based optical flows to predict the 
intermediate frames. These methods have limitations for 
predicting on a dataset with complex non-translational motions 
and also limited to block-based motion vectors. This paper [22] 
proposes a deep learning based frame interpolation network that 

is used for video compression and it also aims to solve the 
previous limitations, by adjusting with different types of 
geometrical deformations by compensating dense motion. The 
experiments in the paper comparison with the classical bi-
directional hierarchical video coding structure showcase the 
efficiency of the novel architecture over the previously known 
tools of the HEVC codec. 
 

O. Video frame interpolation via optical flow estimation with 
image inpainting: 

This paper [23] approaches the problem of image 
interpolation using a three-part process. In the first part, the 
algorithm combines the Horn-Schunck (Global) algorithm and 
the Lucas Kanade (Local) algorithm for obtaining the optical 
flow. In the second stage, the Image Warping method is used to 
solve the problem of large offsets. The pixel mapping function 

used is an inverse distance weighted interpolation algorithm. In 
the third and final stage, the paper proposes image inpainting 
wherein the algorithm will fill in the overlaps and holes 
generated by the optical flow algorithms by fetching data from 
existing frames. This paper compares this method with multiple 
other interpolation methods and has inferred that this method 
works better in terms of edge preservation, noise and artefact 
preservation. 
 

P. Deep Video Frame Interpolation using Cyclic Frame 
Generation: 

In this method [24] the interpolation is done in two 
stages where in the first stage is a pre-trained baseline model 
which accepts two edges only images and two actual images (1st 
and 3rd) to generate the intermediate image. In the second stage, 
this same network architecture is used three times with I0, I1 for 
the first network which will give out I (0.5), I1, I2 for the second 

network which will give out I (1.5). Now both I (0.5) and I(1.5) 
will be used for the third and final network to obtain an 
interpolated frame. The models are based on the Deep Voxel 
Flow model. Additionally, the network also incorporates two 
losses namely cycle consistency loss and motion linearity loss.  
 
Q. Lap-Based Video Frame Interpolation: 

In this paper [25] the method of Local All-Pass was 

used to calculate the optical flow between two images. LAP 
makes use of quadratic functions to estimate the optical flow 
which is what makes it so accurate as compared to other methods 
which only use first-order equations. It is also vastly compute 
efficient as compared to a Convolutional Neural Network, 
completing the task in 1/300th of its operations. The method also 
makes use of perceptive metrics rather than the MSE and SSIM 
which the author of the paper argues are inherently flawed when 

it comes to comparing interpolation techniques. 
 
R. SoftMax Splatting for Video Frame Interpolation: 

In this paper [26] the method of forwarding warping 
takes prominence, a technique that is often avoided because it 
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maps many pixels to one pixel in the future which is 
undesirable to the task of frame interpolation. However, with 
the help of SoftMax Splatting this changes, as it counters the 
problem of assigning multiple pixels to a single pixel in the 
future predicted frame. Furthermore, the paper also proves 

that feature pyramids can be used for high-quality image 
synthesis. The use of SoftMax splatting facilitates the use of 
end-to-end training and thus assiststhe feature pyramid 

extractor to accumulate features that are crucial for image 
synthesis. 

 

3. RESULTS AND COMPARISON 
Table 1. represents the quantitative comparison of the metric 
scores of the models on the benchmark UCF101 and Vimeo 90k 
dataset. 
 

 

Table 1. Metric Scores on UCF101 Dataset 

 

Paper 

UCF 101 

PSNR SSIM 

A. Depth Aware Video Frame Interpolation [1] 34.99 0.9683 

B. Super SloMo: High-Quality Estimation of Multiple Intermediate Frames for Video 
Interpolation [2] 

33.14 0.938 

C. RIFE: Real-Time Intermediate Flow Estimation for Video Frame Interpolation [3] 35.29 0.969 

E. Efficient Video Frame Interpolation using Generative Adversarial Networks [5] 29.22 0.835 

I. Channel Attention Is All You Need For Video Frame Interpolation [17] 34.91 0.969 

J. Generating Realistic Videos From Keyframes With Concatenated GANs [18] ~32 ~0.94 

K. Video Frame Synthesis Using Deep Voxel Flow [19] 35.8 0.96 

L. Long-Term Video Interpolation with Bidirectional Predictive Network [20] 31.4 0.94 

P. Deep Video Frame Interpolation Using Cyclic Frame Generation [24] 36.96 0.953 

R. SoftMax Splatting for Video Frame Interpolation [26] 36.1 0.97 

 
Table 2. Metrics Scores Vimeo 90k dataset 

 

Paper 

Vimeo 90k 

PSNR SSIM 

A. Depth Aware Video Frame Interpolation [1] 34.71 0.9756 

C. RIFE: Real-Time Intermediate Flow Estimation for Video Frame Interpolation [3] 36.10 0.980 

G. Context-Aware Synthesis for Video Frame Synthesis [10] 33.50 0.9473 

H. IM-Net for High-Resolution Video Frame Interpolation [14] 33.50 0.9473 

I. Channel Attention Is All You Need for Video Frame Interpolation [17] 34.65 0.973 

 

4. CONCLUSION 
This paper reviews the various techniques used for video frame 

interpolation. There are various mathematical and deep 
learning-based approaches for solving this problem. The 
models have been analysed and compared. Mathematical 
models are faster in terms of execution speed; however, deep 
learning-based models are more robust to conditions like rapid 
movement, occlusion, etc and also the predicted frame is more 
accurate, with fewer artefacts. 
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