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ABSTRACT 
The efficiency of any load forecasting mechanism depends on the 
quality and distribution characteristics of the training data. 
Outliers and missing values are the primary concern, especially in 

developing countries’ load data. Several research works have 
proposed the models for the imputation process to deal with 
outliers before forecasting. However, the efficiency of these 
approaches is compromised when it comes to data that falls into a 
random-walk distribution. Thus, this study aims to develop an 
efficient data cleansing model that accounts for a random-walk 
distributionby extending the Multivariate Nonlinear Regression 
(MNLR) method. The k-mean algorithm is used to detect and 

analyze the size of an outlier in the data. Twenty-minutes interval 
load data from 2015 to 2019 collected at Kinondoni-North (at 
Mikocheni distribution network in Dar es salaam) is used in this 
study. After analyzing the data for outliers, the empirical results 
detect the presence of outliers by 5.17852% (which is 5207 out of 
105192). Finally, the extended-MNLR (e-MNLR) modelachieves 
promising results over the ANN, SVM, Miss Forest, MICE, and 
KNN algorithms by attaining 2.109137, 1.956039, and 7.787976 
values of RMSE, MAE, and MAPE, respectively. 

General Terms 

Outliers, Data Cleansing 

Keywords 
Load forecasting, Developingcountries, Outliers, Data 
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1. INTRODUCTION 
Load data in many developing countries is characterized by 

outliers and missing values caused by the inefficiency of 
transmission technologies, frequent power cuts and monitoring 
devices [1], [2]. The analysis conducted by [3]on 22developing 
countries indicatesthat;of all the proposed load forecasting 
models, 63.64% considered data cleansing preprocessors before 
prediction[3].Moreover, many data cleansing mechanisms have 
been proposed ranging from statistical (mean and median 
imputation[4]), regression (MNLR and MICE[5]–[7]) and 

machine learning (KNN[8], ANN, SVMand Miss-forest 
imputation[9]) models.However, those above statistical, 
regression and machine learning methodshave some limitations 
regarding the nature of data distribution. For example, the 
statistical imputation techniqueis not efficient if the missingness 
of the data is entirely at randomandwhen the distribution is not 
linear[4].Furthermore, the existing soft computing techniques 
do not efficiently handle dataset whose characteristics exhibits a 

random walk behavior[10]. Therefore, this study aims to 
establish a novel data cleansing mechanism that suites the 

random-walk behaviour exhibited in the Tanzania context using 
an e-MNLR. 

The results of outlier analysis in this study have revealed 
abnormal data that might mislead decision-makers and load 
analysts if not taken care of. Moreover, outliers alert the utility 
company’s decision makers and load analysts to pay attention to 
data preprocessing to get rid of unreliable results. Furthermore, 

the proposed e-MNLR model will benefit utility companies 
andthe entire data analysts to achieve a better data cleansing 
process. 

2. LITERATURE REVIEW 

2.1 Load Characteristics in Developing 

Countries 

Researchers report the existence of peculiar long-term load 
distribution in developing countries contrary to the developed 

ones. Such abnormality may be caused by many factors, 
including social-economic and technological grounds[2], [11]–
[13]. Theexhibited abnormal load distribution in developing 
countries (characterized by nonstationary and random-walk 
behaviors) hinders the efficiency of the existing forecasting 
methods. The authors[2], [14] report further that the presence of 
outliers and missing values might be caused by the intermittent 
power shortages,ageing of both transmission and data reading 

devices.  

The characteristics of the electricity load in east African 
countries (Kenya and Tanzania) has been investigated by [15]. 
The authors in the former study observed that the load 
variationconcerningthe time of the day is nonstationary. 
Moreover, in this study, the long-term characteristic of load 
variation in Tanzania is investigated by testing the data for a 
randomwalk test. The test result indicates a random-walk 

behavior in the load data for 2015 to 2019, as presented in Fig 
6. 

2.2 Determinants of Electricity Consumption 

in Developing Countries 

Investigation of factors affecting electricity consumption in 
developing countries has been studied in the research works by 
[2], [11], [16]–[20]. The findings from the works above indicate 
that GDP, population and electricity price are common factors 
affecting long-term electricity consumption. In addition to that, 
temperature, daytime and calendar events seem to be common 

factors affecting short-term consumption[3]. Moreover, further 
research findings on the load demand determinants can be 
found in work conducted by [3].  
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2.3 DataCleansing Techniques 

[21] proposes a method for choosing neighbouring critical 

values when searching and replacing outliers using the 
Mahalanobis distance technique. [22] proposes an M-Estimators 
of Huber and Hampel algorithm, which finds the effective 
outlier replacer. A procedure for imputing values missing at 
random in a complex data structureis proposed by [23] using 
sequential regression multivariate imputation. [24]proposes a 
parimputation algorithm to improve the efficiency of the 
imputation process in case the neighbours are far from the 

missing data.[25]employs different imputation techniques to 
estimate replacer values and applies an evaluator approach to 
identify the permanent conclusion.[26] applies an unsupervised 
neural network algorithm called Kohonen Self-Organizing 
Maps (KSOM) replacing outliers in sludge wastewater 
treatment plants. 

[27]proposes an approach for detecting, removing and fill the 
outliers in a time series data using Winsorising, Discrete 

Fourier Transform(DFT) and Inverse Fourier Transform (IFT). 
A method for dealing with missing values in heterogeneous data 
using k-Nearest Neighbors is introduced [28].[9] proposes a 
robust non-parametric method using the MissForest algorithm 
for imputing missing values based on different data types, 
unlike in other methods such as k-NN, which is limited to 
continuous data type. Lastly, [5] proposes general multiple 
imputations based on three phases: imputation, analysis, and 

pooling using Multivariate Imputation by Chained Equation 
(MICE). 

2.4 The MNLR Model 

The MNLR model has been proposed in the research work by 
[29]. The MNLR has produced reasonably good results when 

applied to nonlinear time series data. Moreover, the model can 
be extended through parameterization. The general form of the 
MNLR model is shown in equation (2). 

Y =       
      

       
    (2) 

Where    -    model parameters,    -    are input variables, 

and Y is a dependent variable. 

2.5 Parameter Estimation Techniques 

Identifying values of model parameters is one of the 
challenging tasks in regression analysis. Different methods for 
parameter estimation, including rank regression (least squares), 

maximum likelihood estimation and Bayesian estimation, have 
been proposed in the literature[30]. Nonlinear Least Square 
(NLS) is a widely used parameter estimation method. The 
objective function of NLS is to minimize the sum of squared 
residuals (see equation (3)). 

      
  

                                         (3) 

                                       (4) 

Where   = residual in prediction error,  = model parameter,   = 

independent variable and   = dependent variable. Therefore the 

value of   can be estimated derivatively using equation (3) and 

equation (4)[30]. 

3. MATERIAL AND METHODS 

3.1 Research Design 

This study conducts a confirmatory analysis to test the 
threeclaims observedfrom works of literature; firstly, it is 
claimedthat load data in manydeveloping countries contain 

outliers. The second claim is that load data in many developing 
countries exhibit a nonstationary (random-walk) distribution 
trend. The third claim is that existing Outlier Imputation (OI) 
techniquesmay not yield efficient results fora situation where 
the two claims mentioned above are exhibited. 

The existing outlier imputation methods are applied to the 
available data to investigate their forecast capability.After that, 
a model is extended repetitively using the heuristic technique 
until the prediction error is minimum. The overall research 
design process is shown in Fig 1. 

 

Fig 1:The flowchart for the research designprocess of the 

proposed outlier imputation mechanism 

3.2 Data Collection 

The twenty-minute interval load data from 2015 to 2019 has 
been collected from TANESCO. The data is acquired from the 

Accumulated Meter Reading (AMR)situated at the three 
transformers (BBQ Village-SS2, Kimweri Avenue-SS2 and 
Abiudi Street-SS2). The annual GDP data from 2015 to 2019 is 
collected from the National Bureau of Statistics (NBS). The 
monthly number of customers and population data from 2015 to 
2019 is also collected from TANESCO. The three-hour 
temperature data (from 2015 to 2018) is collected from 
Tanzania Meteorological Authority (TMA).  

3.3 Outlier Detection and Analysis 

The k-mean algorithm is used to examine the presence of 
outliers in the electricity load data. The choice of the k-mean 
algorithm is based on the fact that the number of clusters and 
centroid values are known in advance from expert knowledge. 

Furthermore, after conducting load analysis using the five-year 
data, the average minimum consumption is observed to be 
16kWh, from which the definition of outlier is based.Thus, two 
clusters are formed for which two centroid values (4 and 25) are 
initialized. 

3.4 The Random-Walk Test 

The Autocorrelation Function (ACF) and Partial 
Autocorrelation Function (PACF) are used to test for random-
walk behaviour in the time series data. Furthermore,a load 
graph against time using the five years’data (2015 to 2019) is 
also plotted to aid the data analysis process. 
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3.5 Determining the Capability of the 

Existing Forecasting Methods on 

Tanzania Data 

The design of the model has been established by applying 

existing statistical (mean and median imputation), regression-
based imputation (MICE and MNLR) and machine learning 
algorithms (ANN, SVR, KNN, Miss Forest) methods to the 
available data. The results are then tested and validated to 
identify model errors. If the error is reasonably significant in all 
the chosen methods, then either of the models is extended to 
obtain promising results. The easilyextensible model is taken 
into consideration for the adaptation process. Furthermore, the 

process of selecting the model to extend is based on the existing 
literature concerning the nature of the datacharacterized by 
random-walk behaviour.  

4. MODELING THE PROPOSED e-MNLR 

METHOD 

4.1 Design Requirements of the Proposed e-

MNLR Model 

4.1.1 Requirements as per works of literature 
GDP, population, and the number of customers have been found 

to exert a significant long-term effect on power consumption in 

developing countries as per the research study conducted by [3]. 
Moreover, in a similar study, the authors identified temperature, 
day type, and daytime as the primary short-term drivers of 
electricity consumption in developing countries. Furthermore, 
handling the outliers and missing values is crucial for designing 

load forecasting mechanisms in developing countries, as 
reported in the study [2]. 

4.1.2 Confirmatory Analysis on Load 

Characteristics in Tanzania 

A. Determinants of Electricity Consumption in 

Tanzania 
The determinants of electricity consumption in Tanzania are 
identified by plotting line graphs of load versus GDP, 
customers, and population. From the graph plot in Fig 4, Fig 5, 
and Fig 7, it is clear that GDP, number of customers and 
population are the main factors influencing electricity 
consumption in Tanzania. Moreover, the temperature seems not 

to correlate with electricity consumption when it comes to the 
residential buildings, as reported in the research work by [3]. In 
addition to that, the effect of daytime on short-term 
consumption is reported to be significant in a similar study by 
[3]. Furthermore, theshort-term effect of day type on electricity 
consumption is shown by the graph plot in Fig 6. 

 

Fig4:Monthly load vs number of customers from 2015-

2019 (56 months) 

 

 

Fig5:  Yearly load vs GDP 

 

Fig6: The day type effect on electricity consumption as 

per the study area in Dar es Salaam Tanzania from 2015 

to 2019 

 

Fig 7: Monthly load vs area’s population from 2015-

2019 (54 months) 
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B. Characteristic Load Distribution in 

Tanzania 
The test conducted on 2015 to 2019 data indicates that the load 
distribution trend in Tanzania is characterized by random-walk 
behaviour. Firstly, from Fig 8-a (autocorrelation versus lags), it 
can be seen that a gentle decline for the number of lags is 

observed that span toward the bottom margin of a significant 
correlation line. Secondly, from Fig 8-b (partial autocorrelation 
versus lags), the first lag shows a significant correlation while 
the rest are insignificant. Furthermore, Fig 8-c confirms the 
nonstationary behaviour exhibited by load data. Therefore, the 

graph mentioned above analysis confirms the random-walk 
property in the load data. 

 

 

a 

 

b 
 

c 

Fig8: Random-walk test results using 2015 to 2018 North-Kinondoni load data in Dar es Salaam

C. Outlier Analysis in Tanzania Load Data 

After running the k-mean algorithm in R, empirical results 
show that; on 105192 data, the load was found to contain 
5.17852% (which is 5207 out of 105192) outliers. This finding 
conforms with currentresearch works that load data in 

developing countries are most likely to contain corrupt entries. 

D. Analyzingthe Capability of Existing 

Methods on Tanzania Data 
Eight data cleansing methods were executed on twenty-minutes 
interval Tanzania load data using the R language, and results 
are shown in Table 1. From the table, it is evident that the 
results are not promising.  

Table 1:Execution environment for the eight widely used imputation methods during the comparative evaluation process 

Cleansing 

Method 

Execution Environment RMSE MAE MAPE 

Mean N/A 8.404473 6.956038 24.06969 

Median N/A 9.131619 6.772813 20.63348 

MNLR N/A 12.77399 9.226775 34.34231 

Miss-Forest 8GB RAM, Co-i5, Max. iterations = Default, Sample Size = 16055, Training 
Data = 84154 

3.035463 2.732547 10.24622 

SVM 8GB RAM, Co-i5, Kernel = radio, Type = eps-regression,  
Training Data = 5000 

5.32299 3.15148 11.35937 

ANN 8GB RAM, Co-i5, No. Hidden Layers = 2, Hidden Neurons = 4, Threshold = 

0.001, Algorithm = rprop+, Activation Function = Logistic, err.fct = sse, 
StartWeight= 1.3, StepMax = 20,000 

6.9456  7.466061 27.8525 

MICE 8GB RAM, Co-i5, Max. iterations = 150, M = 5, Method = sample 12.09854 9.361562 33.43858 

KNN 8GB RAM, Co-i5, variable = load, k = 6  2.960205 4.006625 14.47315 

4.2 Re-building the e-MNLR Model 

From the design requirements outlined in the previous section, 
the architectural model for the proposed data cleansing is created 
as presented in Fig 9. 
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Fig 9:The architectural model of the proposed data cleansing mechanism. 

4.2.1 Calibrating the Daytime Parameter 
Concerning the study conducted by [3], the daily electricity 
consumption in Tanzania varies accordingly with the time of 
the day. Their findings indicate that there is high consumption 
during night hours, and it becomes lower during midnights.In 
addition to that, it decreases gradually from night into dawn, 
and there is an abrupt increase from the early morning. This fact 

conveys the characteristic nature of electricity consumption 
withthe time of acorresponding day. 

The MNLR in equation (2) is used to estimate the optimal time 
values. The equation is parameterized to include GDP, 
population, number of customers, time of the day and day 
type,as shown in equation (5). Using the NLS method presented 
in equation (3) and equation (4), the model parameters of 
equation (5) can be estimated. Furthermore, using equation (6), 
the optimal daytime values can be calibrated. 

   =    
      

      

     

     
  (5) 

   

       
                                                              

  
 

(6) 

Where     = load at a time (20 minutes),    = time value whose 

load is sought,    = day category number,    = GDP value of 

the current year,    = current population,   = current number of 

customers., and                  are time, day, GDP, 

population and customer parameters, respectively. 

After analyzing time variation and deducing the difference of 
the time values, the stepwise function shown in equation (7) is 
then established to generalize the time values of each twenty-

minute interval for the entire day. The resulting time values for 
the entire day is shown in Table 2. 

        

 
 
 
 
 
 

 
 
 
 
 

                      
                             
                    

                        
                            
                    

                           

                         

                                  

                                  

                     

 (7) 

 

Table 2: The optimal time values after the time-

transformation process 

Time 

category  

Time 

interval 

Optimal time 

value Difference 

Midnight 0.00 - 2.00 

4.2 

-0.1 4.1 

4 

Late Midnight 2.20 - 3.40 

3.55 

-0.05 3.5 

3.15 

Dawn 4.00 - 5.40 

3.3 

-0.025 3.1 

2.975 

Morning 6.00 – 9.20 

3.075 

-0.025 3.5 

3.025 

Late Morning 9.40 – 11.40 

2.8 

0.1 2.875 

2.975 

Noon  12.00 – 13.40 

3.475 

-0.05 3.425 

3.375 

Afternoon 14.00 – 15.40 3.175 -0.05 
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3.125 

3.075 

Evening 16.00 – 17.20 

3.25 

-0.05 3.2 

3.15 

Late Evening1 17.40 – 19.00 

3.2 

0.15 3.35 

3.5 

Late Evening2 19.20 – 21.00 

3.95 

0.15 4.1 

4.25 

Night 21.20 – 23.40 

5.1 

-0.1 
5 

4.9 

4.2.2 Consideration of the Day Type 
From the graph plot of daily load variation presented in Fig 6, 
the electric load variesby day type. From the graph, the 
electricity consumption on Saturday is considerably higher than 
that on weekdays, while that on Saturday seems to be slightly 
lower than that on Sunday. Moreover, using the observations 

above, the consumption is categorized into weekdays (Monday 
to Friday), weekend1 (Saturday), and weekend2 (Sunday). 
Therefore, weekday, weekend1, and weekend2 are given the 
ordinal values of 1, 2, and 3, respectively. 

4.2.3 Thee-MNLRModel 
The calibrated time values, GDP, number of customers, 

population and day type are then used to re-estimate the optimal 

parameter values of the model. Therefore,the new extended 
version of equation (5) is presented by equation (8). 

   =    
          

          
          

          
      (8) 

Where,    = Load at 20-minutes interval at the year n,   = Time 

of dayn,    = Day of a month,    = real-time  GDP value,  = 

real-time  population, and   = real-time number of customers. 

The model is then implemented using R programming 
environments. 

5. RESULT AND DISCUSSION 

5.1 Results 

The simulation results after the implementation of the e-MNLR 
model are compared with two statistical(mean imputation and 
median imputation), two regressions (MICE and MNLR), and 
four machine learning (KNN, ANN, MissForest, and SVM) 
models. Twenty cases from each month (January to August 
2019) are picked randomly from a sample of 160 records during 
the model evaluation process.  

Table 3 shows evaluation results when the e-MNLRwas 
compared to the rest of the chosen methods. As presented in the 
table, it can be observed that the e-MNLR model has the lowest 
RMSE, MAE, and MAPE values compared to its counterparts. 
The MAPE value (7.8%) indicates better accuracy of the 
developed e-MNLR model; MissForest (10.2%), KNN (14.5%), 
and SVM (11.4%) as also presented by the bar chart in Fig 10.  

Table 3: Evaluation results based on eight imputation 

methods 

Imputation 

Method 

RMSE MAE MAPE 

Mean 8.404473 6.956038 24.06969 

Median 9.131619 6.772813 20.63348 

MNLR 12.77399 9.226775 34.34231 

Miss-Forest 3.035463 2.732547 10.24622 

SVM 5.32299 3.15148 11.35937 

ANN 6.9456  7.466061 27.8525 

MICE 12.09854 9.361562 33.43858 

KNN 2.960205 4.006625 14.47315 

e-MNLR 2.109137 1.956039 7.787976 
 

 

Fig10:The bar chart of MAPE values against imputation 

methods 

 

 

The performance of the developed e-MNLR model relative to 
mean and median imputation can also be portrayed through 
visual analysis. From the line graph in Fig 11, the graph on the 
left-hand side indicates the superiority of the e-MNLR method 

over the mean imputation method. The same case is observed 
from the graphon the right-hand side, where the e-MNLR 
performance is compared to the median imputation method. 
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Fig 11:Evaluation results of statistical versus e-MNLR on 160 records (January to August 2019) 

The performance of the developed e-MNLR model to 
regression methods is presented using graph plots in Fig 12. As 
presented in Fig, the graph on the left-hand side indicates the 
superiority of the e-MNLR method over the MNLR method. 

The same case is observed from the graph on the right-hand 
side, where the e-MNLR performance is compared to the 
MNLR method.  

 
 

Fig12:Evaluation results of regression models versus e-MNLR on 160 records (January to August 2019) 

The performance of the developed e-MNLR relative to machine 
learning models is presented using graph plots in Fig 13 and Fig 
14. As presented in Fig 13, the graph on the left-hand side 
indicates the superiority of the e-MNLR method over the ANN 
model. The same case is observed from the graph on the right-

hand side, where the e-MNLR performance is compared to the 
SVM model. Furthermore, the performance of the e-MNLR 
model is also compared to KNN and MissForest algorithms, as 
presented by graphs in Fig 14.  

 

 

 

Fig 13:Evaluation results of ANN and SVM models versus e-MNLR on 160 records (January to August 2019) 
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Fig14.Evaluation results of KNN and MissForest models versus e-MNLR on 160 records (January to August 2019) 

Another interesting phenomenon exhibited by the e-MNLRmodel 
contrary to its counterparts is that the maximum error is more 
minor throughout the validation data (see Table 4). Having 

obtained the minimum value of maximum absolute error implies 
that the model has not deviated much from the average error. 
This intensifies the strength of the developed model over the rest 
of the methods. 

Table 4: Maximum and Minimum absolute errors for all nine 

methods 

Method Max. AE Min. AE 

Mean 19.69733 0.002671 

Median 22.81 0.01 

MNLR 25.05 0.03624 

Miss-Forest 9.455689 0.017568 

SVM 36.42 0.786627 

ANN 25.9473 0.15359 

MICE 38.17 0.0 

KNN 19.81 0.005 

e-MNLR 5.382587 0.024846 

5.2  Discussion 

This research has identified the presence of random walk 
behaviour exhibited by long-term load profiles in Tanzania. This 
behaviour is mainly caused bythe undetermined annual increase 

in consumption demand brought by an unstable economy and 
outliers in the data. Furthermore, this work has revealed that the 
random walkbehaviourlimits the efficiency of existing data 
cleansing methods such as statistical, regression and machine 
learning. The lower values of RMSE (2.109), MAE (1.956), and 
MAPE (7.787) presented in Table 3 implies higher accuracy of 
the developed e-MNLR cleansing model to the counterparts. In 
addition to that, the small number of maximum absolute error 
(5.382) presented in Table 3 indicates how graceful the model 

deviates from the average actual values, contrary to counterparts. 
Thus, the method presented in this paper has outperformed other 
models such as statistical, regression, and machine learning 
algorithms.  

The model in this paper has exhibited peculiar capability of 
predicting the missing values and outliers in the situation where 
data is characterized by random walk behaviour, where the 
existing methods could not. In addition to that,this study has 

focused on developing the data cleansing model,mainly based on 
residential buildings data due to the nature of the study area. 
Furthermore, due to the challenge of data availability, this 
research is confined to GDP, population, and the number of 

customer data as major economic indicators included in the 
model. For instance, the available electricity price and the 
number of customer data were just that of few years in such a 

way that its causality effect on electricity consumption could not 
be deduced effectively.  

6. CONCLUSION 
The efficiency of any prediction method depends on the nature of 
the data itself (stationary vs nonstationary, linear vs nonlinear). 
Most of the existing prediction methods tend to yield 

inappropriate results regarding nonstationary time series data that 
exhibit random walk behaviour. Thus, this work has tested eight 
imputation methods: ANN, mean, median, KNN, SVM, MICE, 
MissForest, and MNLR on Tanzania’s load data that exhibits the 
random walk distribution properties. The test resulthasindicated 
that the existing methods could not predict effectively. Contrary, 
the developed e-MNLR model has yielded promising results and 
was found to be superior in the situation where load data is 

attributed by random walk behaviour compared to mean, median, 
ANN, MissForest, KNN, MICE, SVM, and MNLR methods. 

Future research works may extend the output of this work to 
accommodate commercial areas and consider both the number of 
customers and electricity price factors.In addition to that, the 
proposed data cleansing model can be embedded in any 
forecasting mechanism to clean load data before prediction. 
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