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ABSTRACT 

Electricity Demand Forecasting techniques with Artificial 

Intelligence based on Machine Learning and Deep Learning 
Models have been widely used in the past 20 years. These 
techniques play an important role in the construction of next 
generation of Smart Grid. However, applied machine learning in 
this real world presents challenges, it requires resources (Datasets 
from Smart Meters and other IoT-connected devices), skills 
(Machine Learning Algorithms, python or other programming 
languages) and knowledge (conventional load forecasting methods, 
intelligent load forecasting methods). For this purpose, we have 

developed, a new Smart Grid Artificial Intelligence Prediction 
Simulator called SGAIPS, that can provide a systematic short term 
electricity load forecasting based on Smart meters and Machine 
Learning algorithms. The starting point for using SGAIPS is the 
construction of dataset by loading or generating smart meters’ data. 
The next step is to create, train and test the machine learning 
models.  And the final step is to predict the energy consumption. 
SGAIPS is a zero code Simulator for Smart Grid, that aims to 

simplify the creation and implementation of virtual smart meters, 
machine learning models and intelligent forecasting methods. 

Keywords 
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1. INTRODUCTION 
Traditional power networks are being transformed into smart grids 
to solve the problems of existing electric system due to the flow of 
unidirectional information, wasted energy, and growing demand 
for energy, reliability and security [1].  

With the Smart Grid technology, we can also:   

 Increase integration of large-scale renewable energy 

systems,  

 Better integration of customer-owner power 

generation systems, including renewable energy 
systems. 

As shown in the Figure 1, Smart Grid integrates computing and 
two-way communication capabilities with existing power 

infrastructures. They cover all levels of the energy value chain and 
are not limited to smart meters, they make intelligent use of 
sensors, embedded computing and digital communications to make 
the electricity network observable (measurement and visualization 
capacity), controllable (manipulation and optimization capacity), 
automated (ability to adapt and self-correcting) and fully integrated 
(full interoperability with existing systems and ability to 
incorporate a diverse range of energy sources) [1].  

 
 

 
Fig. 1. Architecture of Smart Grid 

Electrical Load Forecasting (ELF) plays an important role in the 
construction of smart grid system. Indeed, with these methods, we 
can: (1) avoid unexpected power outages, (2) reduce operating 
costs, (3) enable efficiency and stability (4) avoid increased 

demand in electrical energy [2]. 

ELF has become a priority for different types of stakeholders to 
make the right decisions about future energy development at 
regional, national and global levels. However, there is no precise 
standard for classifying the ELF approaches. The criterion for 
choosing a forecasting approach is based on several elements, 
including the forecast horizon, the forecasting methods, the 
relevance and availability of the historical data, etc. [3]  

Therefore, choosing the right approach to forecast the load depends 
primarily on the time horizon of the forecast and the load 
forecasting methods.  

In terms of time horizon of the forecast, some authors have 
divided ELF into three categories [4, 5, 6, 7]: short-term forecasts, 
medium-term forecasts, and long-term forecasts. Other researchers 
go for classifying load forecasting into four groups [8, 9, 10, 11]: 
long-term forecasts, mid-term forecasts, short-term forecasts, and 
very short-term forecasts, as follows 

• Long-term load forecasting (LTLF): is for more than one year 
to 20 years ahead. This type of forecast is fundamental for strategic 
planning, construction of new generations, and develops the power 
supply and delivery system (generation units, transmission system, 
and distribution system). 

Bi-Directionnal information and Power Flow 
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• Medium-term load forecasting (MTLF): is usually for a week 
up to a year, which is used for maintenance scheduling and 
planning fuel purchases as well as energy trading and revenue 
assessment for the utilities. 

• Short-term load forecasting (STLF): is for intervals ranging 

from one hour to a week, it is very important for day-to-day 
operations of a utility, schedule the generation and transmission of 
electricity. 

• Ultra/very short-term load forecasting (VSTLF): ranges from 
a few minutes to an hour ahead and is used for real-time control. 

In terms of load forecasting methods, it could be mainly 
categorized into two types: Conventional Load Forecasting 
Methods (CLFM) and Intelligent Load Forecasting Methods 

(ILFM) [12]. 

 In Conventional Load Forecasting Methods (CLFM), the 

model of the load is built upon the relationship between 
load and load-impacting factors, the adequacy of the 
model being assessed based on the forecast errors as 
model residuals. ARMA, ARIM, ARMAX or ARIMAX 
are widely used time series methods [13, 14, 15].  

 In Intelligent Load Forecasting Methods (ILFM), 

Machine Learning, Deep Learning and AI techniques 
constitute the founding blocks for this category. It mostly 
includes Support Vector Machine (SVM) [16], Artificial 
Neural Network (ANN) [17], Recurrent Neural Network 
(RNN) and Long Short-Term Memory (LSTM) [18, 19] 

and other AI blocks. 

 
Machine Learning is a branch of Artificial Intelligence (AI) that 
focuses on using data and algorithms to solve problems without 
specific computer programming [20]. As shown in Figure 2, ML is 
a multi-disciplinary field having a wide-range of research domains 
reinforcing its existence [21].  

Deep learning as illustrated in Figure 3, is part of a broader family 
of Machine Learning methods based on artificial neural networks 
with representation learning [22, 23]. Learning can be supervised, 

unsupervised or reinforced [24].
 
It has expanded significantly over 

the past few years, especially since 2013 thanks to the availability 
of data and GPUs that can perform parallel processing faster. 

Although a large number of Intelligent Load Forecasting Methods 
(ILFM) have been proposed to improve prediction results, little 
research has been conducted to facilitate their deployment.  

 

Fig. 2. The Multi-disciplinary ML 

 

Fig. 3. AI vs Machine Learning vs Deep Learning. 

For this reason, we are interested in answering the following 
research question:  

RQ: Can we simplify the deployment of Intelligent Load 

Forecasting Methods in Smart Grids? 

The objective of this article is to answer this question and build a 

new Smart Grid Artificial Intelligence Prediction Simulator called 
SGAIPS, delivered as SaaS (software-as-a-Service), that aims to 
simplify the deployment of Intelligent Load Forecasting Methods 
(ILFM) in smart grids. We focus on the problem of short-term load 
forecasting using ILFM and their deployment.  

The rest of this article is organized as follows: In the next section, 
we present the related works about this research question. Section 
III presents our proposed model used in this work. In Section IV, 

the SGAIPS Architecture and deployment are discussed. Finally, in 
Section V, the conclusions of the paper and the future work are 
given. 

2. RELATED WORK 
This section gives an overview of the related work and the state-of-

the-art. This related work does not pretend to be exhaustive and for 
more details, a general overview of methods and models for 
Electric Load Forecasting in the last decades can be found in [ 3, 
25, 26]. In contrast, this review focuses mostly on our research 

issues. 

Hammad et al. [3] have reviewed over 15 different forecasting 
models distributed into 45 most relevant scientific papers about the 
electric load forecasting methods. Some of them are more 
appropriate and preferred such as regression analysis based models 
and artificial neural networks (ANN), which are the most utilized 

models in electricity predictions. In this scope, the artificial neural 
networks (ANN) models are mainly employed for short-term 
predictions where electricity and power consumption patterns are 
more complicated.  

Antonopoulos et al. [25] have investigated over 160 papers, 
published between 2009 and 2019, as well as 40 companies and 
commercial initiatives, and 21 large projects to identify and discuss 
the trends for AI approaches in the energy Demand Response (DR) 

sector. The literature reviewed in this work display that AI 
approaches are a promising technology for DR applications. Going 
forward, adoption of AI is paramount for the wide success of DR 
schemes. Even though AI approaches offer tools to tackle many 
challenges of the DR schemes, they also pose a series of 
considerations and limitations. Better understanding of the 
methods and their limitations is vital for the proper application in 
the DR setting. This review highlighted that a large number of 
different AI techniques are being used, but it appears clearly that 

some techniques are more suitable than others for specific tasks. 
Indeed, it is showed that ANNs, which are commonly used for 
multi-variable function approximation and regression, are 
extensively used for short term load and price forecasting, using 
supervised learning to achieve accurate prediction. 
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Chen et al. [26] have proposed theory-guided deep-learning load 
forecasting (TgDLF), which is a gradient-free model that fully 
combines domain knowledge and machine learning algorithms. 
TgDLF predicts the future load through load ratio decomposition, 
in which dimensionless trends are obtained based on domain 

knowledge, and the local fluctuations are estimated via data-driven 
models. TgDLF simplifies the problem with the assistance of 
expertise, and utilizes the strong expressive power of neural 
networks to obtain accurate predictions. The historical load, 
weather forecast and calendar effect are considered in the model, 
and the model’s robustness to inaccurate weather forecast data is 
improved by adding synthetic disturbance during the training 
process. Cross-validation experiments demonstrate that TgDLF is 

23% more accurate than long short-term memory, and the TgDLF 
with enhanced robustness can effectively extract information from 
weather forecast data with up to 40% noise. 

According to Chen et al. [26], for time series data, the long short-
term memory (LSTM) performs better since it has a loop in its 
architecture, and it is able to preserve long-term previous 
information for future use. Load forecasting is a typical time series 
data problem, and the LSTM is the desired model. Therefore, 

many recent studies in the field of load forecasting are based on the 
LSTM model. Many researchers have utilized LSTM to forecast 
electricity demand and achieved good results [27, 28]. Sun et al. 
proposed a method to select the effective features in a LSTM 
model for load consumption forecasting in 2020 [29]. Nespoli et al. 
inspected the impact of data quality of different features on load 
forecasting accuracy of LSTM [30]. Hossain and Mahmood 
utilized LSTM to predict a single step ahead load and multi-step 

intraday rolling horizons based on weather data and calendar 
effect, and achieved better performance than other machine 

learning models in 2020 [31].  

The LSTM has been proven to constitute the state-of-the-art 
model, and it is taken as one of the baselines in this article. 

Modeling and simulating in the Smart Grid are not completely new 
topics to discuss about. Several publications deal with Model-
Driven Development (MDD) in this domain [32, 33, 34], whereas 
others propose the possibility of simulating such a system [35, 36, 
37]. Binder et al. [38] have proposed an interface developed for the 

Smart Grid Architecture Model (SGAM) Toolbox in order to 
exchange the model data with the simulation framework Mosaik2 
[39]. SGAM introduced by the European Standardization Mandate 
M/490, is an architecture model specification that gives a holistic 
view on Smart Grid systems. The SGAM provides capabilities for 
the comprehensible development of renewable energy systems. 
Figure 4 depicts an overview of the model. Based on the NIST 
Domain Model, the automation pyramid and the GWAC 
Interoperability Stack, the concepts have been extended to a three-

dimensional structure, including domain-specific viewpoints. 

 
Fig. 4. The Smart Grid Architecture Model (SGAM) 

The HOMER Pro® microgrid software by HOMER Energy [40] is 
the global standard for optimizing microgrid design in all sectors. 
Originally developed at the National Renewable Energy 
Laboratory, and enhanced and distributed by HOMER Energy, 
HOMER (Hybrid Optimization Model for Multiple Energy 
Resources) nests three powerful tools in one software product, so 
that engineering and economics work side by side.  

HOMER is a simulation model. It will attempt to simulate a viable 
system for all possible combinations of the equipment that you 
wish to consider. Depending on how you set up your problem, 
HOMER may simulate hundreds or even thousands of systems. 

 HOMER simulates the operation of a hybrid microgrid 

for an entire year, in time steps from one minute to one 
hour. 

 Depending on the choice of forecasting method/ strategy 

and the parameter configuration the forecasting accuracy 
can be subject to significant variations. 

In recent years, a highly detailed load profile generator called 
LoadProfileGenerator (LPG) [41] for private households has been 
developed, which is available as Microsoft desktop open source 

application [loadprofilegenerator.de]. LPG is an Agent-Based 
Behavior Simulation for Generating Residential Load Profiles The 
basic idea of behavioral simulation is shown in the Figure 5. The 
modeling approach is based on the premise that people act 
according to their needs. If a software agent is programmed in such 
a way that he tries to satisfy his needs as well as possible and is 
then offered appropriate activities as options, realistic behavior 
patterns emerge. Load profiles can then be created from the 

behavior patterns. 

 
Fig. 5. The behaviour simulation load profile generator  
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We conclude that deploying ILFM is seen to be complicated for 
both engineers and academician and is still an ongoing area of 
research. The key findings are summarised as follows: 

 In the last decade, several studies (90%) have applied 

Intelligent Load Forecasting Methods (ILFM) as 
compared with Conventional Load Forecasting Methods 
(CLFM), (10%) to address energy prediction problems;  

 However, not enough studies have been done in order to 
facilitate the deployment of Intelligent Load Forecasting 
Methods (ILFM). 

 

3. PROPOSED MODEL 

 

Fig. 6. The Smart Grid Artificial Intelligence Prediction 

Simulator Model. 

As shown in Figure 6, we propose a Smart Grid Artificial 
Intelligence Prediction Simulator Model (SGAIPS-Model), in 
order to facilitate the deployment of Intelligent Load Forecasting 

Methods (ILFM). 

SGAIPS-Model includes data sourcing data preparation, model 
building, model training, model validation. deployment, prediction 
and control. Data can be generated from simulation mode of 
SGAIPS or collected from Smart Grids via smart meters or others 
IoT devices. 

The deployment of Intelligent Load Forecasting Methods (ILFM) 
involves three stages on which researchers and engineers 

collaborate: 

1. Data acquisition and preparation 
2. Build, train and validate the model 
3. Deploy the model and predict electricity consumption, in 

order to control the system. 

Data controlling can be used on two modes: Real mode (Smart 
Grid) or Simulation Mode (SGAIPS). It provides various benefits 
for managing the daily electric load demand and ensuring the 

supply / demand balance. 

4. DEPLOYMENT OF SGAIPS 
As mentioned in introduction, SGAIPS is a zero code SaaS 
Simulator for Smart Grid (Figure 7), based on TensorFlow, Keras 
and Flask, that aims to simplify the deployment of Intelligent Load 

Forecasting Methods (ILFM) on three main stages. 

 
Fig. 7. Deployment of SGAIPS 

4.1 Data acquisition and preparation 

Data acquisition can be used on two modes: Real mode and 
Simulation Mode.  

 In the real mode, smart meters play the main role on the 

customer side and are considered the first basis for the 
efficient operation of Smart Grids. On the provider side, 
data collected from smart meters can be used by 
SGAIPS.  

 In simulation mode, as shown on Figure 8, researchers 

and engineers can generate virtual smart meters and their 
datasets in csv format or download them from the public 
datasets platform Kaggle [42].  

Data preparation begins with the cleaning of data and ends with the 
data normalization.  

In our case, we have used the simulation mode of SGAIPS. The 
dataset used in this work is a Kaggle dataset [43] with a data 
measurement frequency per hour and hourly energy consumption 
Over 10 years of megawatt power consumption data, the 
measurement period from 2004–10–01 to 2018–08–03. The total 
number of raw data points is 121271, we can see in the table 1 

below a visualization of the dataset (the dataset contains a set of 
regions, we choose the data collected from the Dayton Power and 
Light Company (DPLC)). 

The time-series energy consumption data consist of two attributes 
such as date time and consumption. The date time attribute 
indicates the time at which the electrical energy is consumed. 

 

 

 

 

 

 

 

 



International Journal of Computer Applications (0975 – 8887) 
Volume 183– No.19, August 2021 

 

31 

 

Table 1. Dataset Table 

 

 

Fig. 8. The SGAIPS simulation mode. 

4.2 Build, train and validate the model 

Load forecasting is a typical time series data problem. As already 
mentioned in the literature review, for time series data, Recurrent 
Neural Network (RNN) and Long Short-Term Memory (LSTM) 

achieve better overall prediction results. Though enormous number 
of approaches have been proposed to improve the prediction 
results, we briefly describe the RNN, LSTM method, recurrent 
neural networks of which LSTM are  

the most powerful and well-known subset, are a type of artificial 
neural network designed to recognize patterns in sequences of data, 
such as numerical times series data from sensors. What 
differentiates RNNs (Figure 9) and LSTMs (Figure 10) from other 
neural networks is that they take time and sequence into account, 

they have a temporal dimension. 

Recurrent Neural Network: is basically a generalization of feed-
forward neural network that has an internal memory. RNNs are a 
special kind of neural networks that are designed to effectively 
deal with sequential data. This kind of data includes time series (a 
list of values of some parameters over a certain period of time) text 

documents, which can be seen as a sequence of words, or audio, 
which can be seen as a sequence of sound frequencies over time. 

RNN is recurrent in nature as it performs the same function for 
every input of data while the output of the current input depends on 
the past one computation. For deciding, it considers the current 
input and the output that it has learned from the previous input 
[18]. 

 

Fig. 9.  The network architecture of RNN. 

Long Short-Term Memory: LSTM is an improved version of the 
regular RNN which was designed to make it easy to capture long-
term dependencies in sequence data. A regular RNN functions in 
such a way that the hidden state activation is influenced by the 
other local activations nearest to them, which corresponds to a 

Short-Term Memory, while the network weights are influenced by 
the computations that take place over entire long sequences, which 
corresponds to Long-Term Memory. Hence the RNN was 
redesigned so that it has an activation state that can also act as 
weights and preserve information over long distances, hence the 
name Long Short- Term Memory [19]. 

 

Fig. 10. The network architecture of LSTM. 

As shown in Figure 11, we can easily build, train and validate a 
RNN and LSTM model with a simple Web app. We must simply 
specify the next parameters: 

 Number of RNN or LSTM Layers 

 Number of block on each layer 
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 Sequence length 

 Activation Function 

 Optimizer 

 Number of epochs 

 Batch size 

 

Fig. 11. The LSTM build form 

In our case, we have build a RNN and LSTM models with 3 layers, 

each layer is composed of 40 blocks, 20 sequence length, we have 
used tanh activation function for each hidden layer and the third 
layer is followed by a dense layer. We have used Adam optimizer 
with Mean Squared Error (MSE) loss function, and fit the model 
for 10 epochs with a batch size of 1000. After training the model, 
we saved it as a Keras H5 format. 

4.3 . Deploy, Predict and Control 

Deploying machine learning models in production is not a 
discussed enough issue. SGAIPS is designed to facilitate the 
deployment of trained model and make it available to the end users 
on the front end side. On the backend side, SGAIPS is based on 
Flask that is a Python Web framework built for rapid development.  

In the prediction stage, we compare the actual values vs predicted 

values by plotting a graph. We use also R2 regression score 

function, the coefficient of determination, noted R2 or r2, is a 

measure of the quality of the prediction of a linear regression. It is 
defined by: 

 

Where  n = number of measurements    
  yi   value of measure n   i    

    = corresponding predicted value   
    = average of the measurements  

In our case, we see in Figure 12 that the predicted values are close 
to the actual values, which means that the RNN model works well 

to predict the sequence. R2 score for values predicted by the 

trained RNN model equal to 0.9541. Noted that the best possible 
score is 1.0. 

Fig. 12. Prediction by RNN 

Using the LSTM method, as shown on Figure 13, the prediction 

function is closer to the real value, R2 score for the values 

predicted by the trained LSTM model equal to 0.9553. 

 

Fig.13.  Prediction by LSTM 

For better clarification we compare predictions made by simple 
RNN, LSTM model by plotting data in a single graph as shown 
below in the Figure 14: 

 

Fig. 14.  Predictions comparison 

Accurate electricity load forecasting is an essential part of control 
in smart grid in order to retain high energy efficiency and reliable 
operation. Of course, there is always a chance of unforeseen load 
jumps, yet more important is the application of intelligent load 
forecasting deployed model that could minimize the number of 

such incidents by careful analysis of historical trends. 

5. CONCLUSION 
In this article, we have built a new Smart Grid Artificial 
Intelligence Prediction Simulator called SGAIPS, delivered as 
SaaS (software-as-a-Service), that aims to simplify the deployment 

of Intelligent Load Forecasting Methods (ILFM) in smart grids. 
We focused on the problem of short-term load forecasting using 
ILMF and their deployment. 

After giving an overview of the related work and the state-of-the-
art. We have concluded that deploying ILFM is seen to be 
complicated for both engineers and academician and is still an 
ongoing area of research.  
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Before deploying ILMF, we have proposed a new model called 
SGAIPS-Model that includes data sourcing data preparation, 
model building, model training, model validation, model 
deployment, prediction and control stages.  

In the end, we have shown that it is extremely easy to use SGAIPS 

for short term electrical load prediction based on RNN and LSTM 
deep learning models. 

In future work, we will extend the experiment of SGAIPS and we 
will see if we can improve the prediction by adding other input 
parameters like weather and other useful deep learning models. 
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