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ABSTRACT 

Currently, cognitive radio systems (CRSs) are of great 
interest to improve the efficiency of using the available 
spectrum. The spectrum sharing technique to share the 

spectrum between a primary transmitter (PT) and a 
secondary transmitter (ST) is influential in CRSs. However, 
when reusing the PT spectrum, the ST transmits energy and 
decoded data to the secondary users (SUs), and providing 
power to the energy receivers (ERs) also interferes with the 
primary users (PUs). One method used  to increase the power 
delivered to the ERs, limit the interference to the PUs and 
increase the total channel capacity to the SUs is to use the 
weighted minimum mean squared error (WMMSE) method. 

This method combines increasing the channel capacity to the 
SUs and minimizing the error for the transmission channels. 
It will not focus on solving error reduction but rather on 
increasing the channel capacity through the precoder design 
at the STs. The proposed algorithm combines using the 
eigenvectors of the known channel matrix at the ST to 
generate beams; the distributed power value for each beam is 
calculated based on the Lagrangian operator combined with 

the Karush–Kuhn–Tucker (KKT) conditions to maximize 
capacity. This new method allows increased capacity 
compared to systems using WMMSE by other methods such 
as weighted sum rate (WSR), harmonic  mean rate (HMR), 
or proportional fairness (PF) in different situations such as 
increasing the number of SUs, ERs, or PUs or limiting 
interference to given PUs..   
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1. INTRODUCTION 
Cognitive radio systems (CRSs) are considered a solution for 

making the best use of spectrum resources. It is defined as a 
network that can observe, act, learn and optimize for quality 
enhancement [1]. The next-generation wireless networks 
require intelligent and reconfigurable radio waves (popularly 
known as cognitive radio (CR)). They can interact with a 
constantly changing environment to realize real-time 
spectrum and take advantage of any available spectrum usage 
opportunities [2]. 

Also, according to [3], cognitive radio uses heterogeneous 
CRS and spectrum sharing CRS. Radio Access Networks 
(RANs) can use fixed frequency bands in heterogeneous 
CRS cases, and in the second case, RANs can use the same 
frequency band. CRS has two main techniques; one is full 
CRS, where the system estimates all parameters, one node 

can know the parameters for another node. Another 
technique is spectrum sensing that is related closely to the 
spectrum sharing case. A secondary node knows the 
frequency channels in spectrum sensing use and knows 
which frequency has been allocated to the primary node. A 
challenge in cognitive radio is that the secondary users need 
to reasonably separate the presence of primary users in the 

licensed spectrum and leave the band as quickly as possible 
when the primary radio requires it to ensure that it does not 
affect primary users. The technique is called spectrum 
sensing. Spectrum sensing and its estimation are the first 
steps to implement for CRS systems [4]. 

In the context of cognitive radio (CR), a licensed universal 
user is called a primary user (PU), and an unlicensed user is 
referred to as a secondary user (SU) or a CR node (both 
terms will be used interchangeably). Therefore, the SU must 

have the opportunity to access the spectrum holes while 
keeping the noise on the PU receiver at zero or below a given 
level (spectrum leasing). Cognitive radio has been considered 
as a potential means of improving spectral efficiency by 
allowing the user (SU) to share the spectrum initially 
allocated to the primary user (PU), as long as the total 
interference at the primary receiver is below the acceptable 
level [11]. 

Cognitive radio networks can also be thought of as consisting 
of a cognitive base station or secondary transmitter (ST) and 
multiple cognitive users or secondary users (SUs), in addition 
to the presence of eavesdroppers (EAs). The ST first detects 
a spectral hole through the spectrum sensor in the cognitive 
radio network and then communicates with the SUs through 
the spectral detection hole [12]. This paper also assumes that 
a cognitive radio network with one ST and one SU is 

opportunistically authorized access to the main network 
consisting of a primary transmitter (PT) and a user primary 
user (PU).  Specifically, if the PT and the PU communicate 
over the licensed spectrum, the ST and the SU are not 
allowed to transmit. If the licensed spectrum is found to be 
inactive (the PT and the PU are not using, i.e., the spectrum), 
the ST and the SU can reuse the idle spectrums (also known 
as spectral holes) for data transmission [12]. 

In summary, in the cognitive radio system components, there 
are always the primary transmitters (PTs) and the primary 
receivers (PUs), the secondary transmitters (STs), and the 
secondary receiver (SU), in addition to energy–harvesting 
users (potential eavesdroppers) (ERs or EAs). Thus, in the 
CRS systems, precoders are of interest to both the PT and the 
ST because they are sources of power and information 
transmission. 

The article on precoder for the ST to maximize the total rate 

[6] is interested in designing a precoder for the PT and the 
ST to ensure the maximum speed of the primary link from 
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the PT to the PU. Here,  there is a constraint on the obtained 
energy of the SUs due to their energy harvesting. Based on 
the block coordinate descent (BCD) proposition, the paper 
presents the separation of the secrecy primary rate 
optimization into two convex functions for the precoder at 

the PT and the ST, using two more updated auxiliary 
parameters related to the channel matrices between the PT, 
the ET, and the PU, the EA. The article [7] is interested in 
the design from the ST to the SUs. There are constrained 
conditions for the transmit power at the ST, noise limit from 
the ST to the PU, and the energy harvesting limit of the ERs. 
The article [9] deals with power division at the ST in which 
part of the power is used to transmit the confidential message 

to the PU, the remaining power, using energy harvesting 
technique, is transmitted to the SUs. Corresponding to the 
two transmission directions, they have the forwarding 
beamforming matrix for the PUs and the cognitive 
beamforming matrix for the SUs. The goal is also to 
maximize the capacity of the SUs from the ST using a 
cognitive beamforming matrix. At the same time, there are 
constraints on the capacity generated by forwarding 

beamforming matrix to the SUs, the signal generated by 
forwarding beamforming matrix to the PUs or the ERs must 
be higher or smaller than the cognitive beamforming matrix 
generated respectively, the constraints of forwarding and 
cognitive beamforming matrix themselves, as well as these 
two matrices, must be greater than 0. The article [10] focuses 
on understanding the ST as a relay for the SUs. Here, the 
precoder of the ST and the two SUs are optimized to 

maximize the total speed to two SUs from the ST, adding 
some constraints on limiting interference to the PU from the 
two SUs and the ST, the minimum speed from the ST to two 
SUs, or the maximum power of the ST. 

Article [6] is concerned with the secrecy rate from the PT to 
the PU. It is taking into account the influence of the ST.  In 
addition, it deals with the energy from the PT to the ERs with 
support along with the ST. In the meanwhile, articles [7] ] to 
[10] are interested in the speed from the ST to the SUs. 

Articles [7-10] take into account the constraint of 
interference from ST to PU, in which [7] is concerned with 
the energy supplied from the ST to the ERs and [8] takes into 
account the error of radio channel state information. The 
article [9] has added that the limited energy constraint is 
granted from the ST to the eavesdroppers (EAs). Mainly, 
article [10] gives many constraints, including the PT's noise 
to the ST and the SUs, noise from the SUs to the PU. Article  

[10] has highlighted the relay role of the ST. Articles [6] and 
[8] are interested in a function that maximizes the 
intermediate parameter. This parameter is related to the 
precoder of  PT and ST,  which is quite similar to the 
WMMSE function that also has this parameter in paper [7]. 
Articles [6-9] are probably related to the Lagrange operator 
and the function to be optimized and the constraints, 
combined with the KKT condition. Remarkably, the article 

[10] mentions using eigenvectors of the channel matrix used 
as precoder of the SUs related to the ST, while the power 
distribution values for the eigenvectors can be calculated 
according to the Lagrange operator. 

A proposed method is given that using the eigenvectors of 
the channel matrix as precoders at the ST, the power values 
are calculated based on the general Lagrangian operator. This 
method is performed when the interference from the STs to 

the PUs is small enough and the energy suggested at the ERs 
is large enough. This method gives higher capacity in using 
WMMSE with various methods such as WSR, HMR, and PR 
[7]. 

2. CHANNEL MODEL 
I explore the optimal precoder design in a standard 

MuMIMO CR simultaneous wireless information and power 
transfer (SWIPT) network. An ST supports multiple 
secondary SUs, and multiple ER users all have multiple 
antennas using spectrum license, specified for the PU users. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1: The MuMIMO CR SWIPT network 

Signals received by the mobile SU: 
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Where H , kH have sizes of MExG , ExG and F , kF  

have sizes of  FxMG , FxG , in which G,E  are number of 

antennas of  ST and SU. 

The goal is that I optimize the function that maximizes the 
total rate from the ST to the SUs where the rate from the ST 

to the k th SU is: 

 Mkk
1
k,n

H
k

H
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Sum rate will be: 




M
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                               (3) 

With the constrains: 

T
H P)(Tr FF  (the ST's power must not exceed the 

allowable threshold). 

N:1i,E)(Tr i,thi
H
i

H FGGF  (The power from the ST 

transmitted to the ERs using harvesting energy must be large 

enough; iG  is the channel matrix from the ST to the ith PU). 

P:1i,I)(Tr j,thj
H
j

H FTTF  (Interference power from 

the ST to P  PUs must be small enough; jT  is the channel 

matrix from the ST to the j th PU). 

The article [7] uses the WMMSE standard to maximize the 
capacity of equation (3) and ensure minimum error. Equation 
(1) is rewritten as: 

ST ER 1 
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SU M 

SU 1 
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With constraints: 
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To maximize this function, I introduce the Lagrange 
operator: 
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Necessary conditions for the KKT standards: 
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Therefore, I have: 
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Algorithm: 

 
1. The channel capacity setup 

2.  Given energy values  N,th1,th E,...,E  

3. Creating GN random initial precoders: 
  GN)1( ,...,FF  

4. For Gp N:1i   

       Initialization 
)i(

_
pFF  , calculate γ  (8) 

  Repeat 

  Calculate WL,  from (6), (7) correspondingly  

  Find 
HHH1*

WLHKF
  

  Continue to calculate   (8) 

          Until convergence 

  Save FF 
)i( p  

         End for 

         Select the best one from 
   g

1pi

p
N

i





 F  

Here, I should take care of the need-to-know usage of 

k,nk ,RH  at ST. Also, when creating 
)i( pF where 

Gp N:1i  , then updating 
)i( pF again through FWL ,, , it 

seems random and not necessarily optimal F .  
 

3. PROPOSED METHOD 
Another solution to increase the total speed is to maximize 
(2) so as not through WMMSE directly. This method 
combines capacity increase and error reduction, so it is not 
necessarily the proper method for optimizing the total 
capacity from the ST to the SUs. 

 With (2), I can infer the following: 
H
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eigenvectors and eigenvalues matrices of kΣ . 
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M:1i,1,M   are arranged in decreasing order.  

If I use the singular value decomposition (SVD) for 
H
kkkk VΛUF  . When I substitute kF in  (2), I will miss kV

. The effective formula of kkk ΛUF  . If given Mk UU  , 

(2) becomes a power distribution problem: 
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Where i,kg and j,kt  are the diagonal coeffients of matrices  
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Now the Lagrangian operator will be: 
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The following KTT conditions apply: 
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Substitute (18) to (17), I have: 
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Make it even more compact: 
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Substitute (20) to (18), I have: 
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The Lagrange operator now becomes: 
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  First order derivative: 
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  Second derivative: 
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Based on the condition: 1x0 k   and 1tx0 j,kk  , 

the upper and lower limits are given as (25), (26). 

I have maximal lower limit and minimum upper limit:  
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There are some cases to find optimal 
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Fourthly, ublb vv   and     0vL,0vL ub
'
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Fifthly, ublb vv   , the index k  is gradually removed 

1:Mk   so that ublb vv  . 

 

4. SIMULATION 
I will compare two different algorithms to figure out which 

channel capacity is more significant than the other. With the 

assumptions 3EH (number of ERs), 3M  (number of 

SUs), 2G  (number of antennas of ST), 3NG  (number of 

creating precoder ), F, and H are said to be random matrices 

of size )NG.M.E(G and H)NG.M.E(  . In addition, I have 

assumed noise values through 2K  (number of antennas 

for each PU), 3P   (number of PUs). Ith is the noise vector 

of size P1 , 2EHa  (number of antennas for each ER), T  
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has size G)KP(  , u is a random data vector of size 

)PEH(1  and the channel matrix from ST to all ERs 

GEHhas size G)EH,EHa(  . When I compare the 

WMMSE algorithm (red line), using the MSR, higher 
capacity is achieved by the latter with the proposed method. 
(blue line), illustrated in Fig. 2 and Table. 1. 

 
Fig.2:  Capacities vs SNR in case of WMMSE – MSR and 

Proposed method 

Table 1. Capacities vs SNR for WMMSE- MSR and 

Proposed method 

SNR (dB) 1 3 5 7 9 

WMMSE-
MSR 

3.37 6.17 4.92 5.64 8.03 

Proposed 
method 

4.1 5.36 6.89 10.04 10.62 

 

I will compare more this method with two other methods, 
HMR and PF. The improved method still gives higher capacity 
than HMR and PF methods, described in Fig. 3 and Table 2. 

 
Fig.3:  Capacities vs SNR in case of WMMSE – MSR, 

HMR, PF and Proposed method 

Table 2. Capacities vs SNR for WMMSE- MSR, HMR, 

PF and Proposed method 

SNR (dB) 1 3 5 7 9 

PF 5.1 6.24 7.15 8.17 9.29 

HMR 4.2 5.25 6.11 7.1 8.21 

WSR 1.74 2.43 3.09 4.57 5.99 

Proposed 
method 

6.42 8.62 10.22   11.9 13.63 
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If I increase the number of SUs among the three methods, 
the proposed method still makes the capacity higher, as 
shown in Fig. 4 and Table 3. 

 
Fig.4: Capacities vs number of SUs in case of WMMSE – 

MSR, HMR, PF and Proposed method 

Table 3. Capacities vs number of SUs for WMMSE- 

MSR, HMR, PF and Proposed method 

SNR  

(dB) 
1 3 5 7 9 

PF 4.05 8.45 12.97 15.9 23.2 

HMR 3.6 6.48 7.83 10.88 15.09 

WSR 4.06 8.1 10.32 11.6 17.66 

Proposed 
method 

9.7 17.44 30.66   40.9 44.57 

Moving on, I increase the number of ERs and see the 
channel capacity using the proposed method is higher than 
the methods of WMMSE, seen from Fig. 5 and Table 4. 

 
Fig.5:  Capacities vs number of ERs in case of WMMSE – 

MSR, HMR, PF and Proposed method 

Table 4. Capacities vs number of ERs for WMMSE- 

MSR, HMR, PF and Proposed method 

SNR  

(dB) 
1 3 5 7 9 

PF 5.61 5.49 5.38 5.38 5.46 

HMR 6.07 4.78 5.6 5.53 5.77 

WSR 6.32 6.66 5.38 5.62 6.31 

Proposed 
method 

6.75 6.75 6.75   6.75 6.75 

When I increase the number of PUs, then get Fig. 6 and 
Table 5, where the capacity is the same in three cases, MSR, 
HMR, and PF, and is lower than the proposed method. 

 

Fig.6: Capacities vs number of PUs in case of WMMSE – 

MSR, HMR, PF and Proposed method 

Table 5. Capacities vs number of PUs for WMMSE- 

MSR, HMR, PF and Proposed method 

SNR  

(dB) 
1 3 5 7 9 

PF, HMR, 
WSR 

6.04 6.55 6.55 6.54 6.52 

Proposed 
method 

6.72 6.72 6.73   6.73 6.72 

In addition, I also use additional noise parameters from ST to 
PUs to be determined; I have Fig.7 and Table. 6, in which the 
proposed method still provides a higher channel capacity 
than other methods: MRS, HMR and PF. 

Figures 2 and 3 and Tables 1 and 2, respectively, describe the 

channel capacity vs. SNR received by each SU using the new 
method, which is more significant than other methods such 
as WSR, HMR, and PF in the same determined environment. 
This environment has the same fading matrices between ST 
and SUs, PUs and ERs, number of PUs, SUs, and ERs. In 
addition, the author changes these numbers to see the 
capacity of the ST to the SUs. The author has changed the 
number of SUs (Figure 4, Table 3), the number of ERs 
(Figure 5, Table 4), the number of PUs (Figure 6, Table 5), 

or change the noise value from ST to PUs (Figure 7, Table 
6). The results show that the capacity according to the 
proposed method is still more significant than that of the 
traditional methods such as WSR, HMR, and PF. 

 
Fig.7:  Capacities vs thI in case of WMMSE – MSR, 

HMR, PF and Proposed method 
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Table 6. Capacities vs thI  for WMMSE- MSR, HMR, PF 

and Proposed method 

SNR  

(dB) 
0.3 0.6 0.9 1.2 1.5 

PF 9.41 9.41 9.41 9.41 9.41 

HMR 9.47 8.58 84.8 79.00 9.32 

WSR 9.39 9.39 9.39 9.39 9.39 

Proposed 
method 

20.18 20.76 20.33  20.17 20.18 

 

5. CONCLUSION 
Cognitive radio systems (CRSs) are considered a system of 
interest due to their ability to enhance spectrum reuse of 
primary transmitters for secondary transmitters when using 
the spectrum sensing technique. However, some constraints 
include the effect of secondary transmitters on primary users 

or the power allocated to the energy harvesting devices. 
Several methods have been given, of which the combined 
method of error reduction and capacity increase WMMSE is 
considered superior. Attached are several methods of Iighted 
sum rate (WSR), harmonic mean rate (HMR), or 
proportional fairness (PF). An proposed method is given 
when using the SVD method for eigenvectors and using the 
generalised Lagrange method to optimize optimal power 

distribution values for eigenvectors. This method gives a 
higher capacity than the three methods mentioned above. 
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