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ABSTRACT
Digitalization has brought with it technological development and
new opportunities for mental health care especially during the times
of a pandemic where social distancing is necessary. Hence, this
paper focuses on building a therapy bot application to recognize
the stress/emotion of a person and provide suitable therapy. The
bot is based on Multimodal Emotion Recognition (MER), which
can be conceptually perceived as the superset of Speech Emo-
tion Recognition (SER), and Textual Emotion Recognition (TER).
The challenges faced in designing the therapy bot are the extrac-
tion of the discriminative features and providing the human abil-
ity of a therapist to the bot. Hence, considering these difficul-
ties, the features are strategically selected from speech and tex-
tual modalities. The feature extracted from the speech segment is
Mel-Frequency Cepstral Coefficients (MFCC), delta MFCC and
acceleration MFCC while the Term Frequency-Inverse Documen-
tary Frequency (TF-IDF) vectorization is used for the textual seg-
ment. The Support Vector Classifier (SVM) was used for calculat-
ing the confidence of the emotions from each modality. Further-
more, these confidence outputs were fused to evaluate the MER
performance of the bot. The results that were calculated in real
time indicated that MER performs better over SER and TER.

General Terms
Stress Recognition, Stress Alleviation

Keywords
Therapy Bot; Mental health; Emotion Recognition; MFCC; TF-
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1. INTRODUCTION
Considering the recent times and conditions, face-to-face interac-
tions are becoming more and more strenuous and the worldwide
unavailability of mental health staffs [6, 33] has urged the need

of creation of a therapy bot. Emotion plays a significant role in
both social interaction and clinical research. For decades, mul-
timodal human-computer interaction researchers have worked to
provide machines emotion recognition skills in order to deliver
more natural, powerful, and engaging interactive experiences [30].
Human emotions may be detected by a variety of modalities, in-
cluding facial expressions [15] , speech [40, 31], eye blinking [29],
and posture [38], etc. The goal of MER is to create a system that
can automatically recognize, comprehend, and reflect human emo-
tions. Because MER is an interdisciplinary study topic that includes
computer science, neuroscience, psychology, and cognitive science
[26], thus the research in this area becomes challenging. For hu-
mans, it is easy to see the environment through a combination
of sensory organs [35], but how to provide computers with sim-
ilar cognitive skills is still an unanswered topic. Single-Modality
deals with utilizing one feature at a time and it would not be suffi-
cient to provide nonpareil emotion recognition results [18]. Speech-
Modality deals with employing prosody-based information only
while in any language, the text or sentence arrangement may also
convey emotion information, thus reckoning with these points the
therapy bot is co-built with two modalities, speech and textual.
The present work aimed to design and implement a therapy bot,
which can identify the mental status of a person through the speech
and text information provided by the user. There are primarily three
challenges while developing a robust MER system for the therapy
bot. First is to identify the most effective interclass distinguish-
able features from diverse modalities, second is to fuse the fea-
tures obtained from diverse modalities and thirds is to develop a
robust classifier model. The speech-based SER system aims ex-
tracting features, which show the least dependency on the speaker
and the lexical content. The speech segment was used to calculate.
To extract dynamic features, delta and acceleration MFCC features
were obtained. The textual-based TER is first passed through re-
moval of stop words and punctuations as a data cleaning process
followed by stemming and lemmatization. The final sentence ob-
tained is then converted to a vector using TF-IDF vectorization.
Further SVM was carried out on the Indian Emotion Recognition
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(IER) dataset that has been cultivated for the therapy bot, making
it regional and customized. The Graphical User Interface (GUI) in
the therapy bot is made using a python library named FLASK.
The remaining part of the paper is structured as follows. The sec-
tion 2 is the literature review of the paper followed by the section
3 which is methodology of the proposed work. Further, the im-
plementation; results and the discussion on the obtained results is
illustrated in section 4 while the last fragment i.e. section 5 has
conclusion and future scope of the paper.

2. LITERATURE REVIEW
The introduction of the novel Coronavirus (COVID-19) has made
it difficult to move about and meet people without the stress of be-
ing infected, as it is a quick spreading virus. As the disease has
progressed to pandemic level, public awareness of the COVID-19
epidemic’s mental health impact has expanded substantially in re-
cent weeks [37].

2.1 Need of the hour
The therapy bot application has been an attempt to provide people
with emotional support during the times of distress. The Coron-
avirus, which affected many lives causing deaths resulting in an
ugly stressful condition, economically as well as mentally. Hence,
a need was found to make amends and provide emotional support
during these crucial times. Moreover, recent statistical data show
that the pandemic may have both immediate and long-term severe
mental health consequences, particularly among healthcare person-
nel [37, 27]. To address this need, the therapy bot is built, which
provides a medium for online therapy with the addition of text-
based therapy and music therapy to alter the mood of a person.
During the implementation of this paper, various works in this field
were referred to relate to chatbots and feature extraction techniques.

2.2 Chatbots in Literature
In a paper by Takeshi Kamita et al., [17], a Structured Association
Technique (SAT) was utilized to develop a counselling technique
into digital material and a self-guided emotional healthcare system
using a Virtual Reality (VR) head-mounted display (HMD), which
resulted in a positive stress reduction evaluation. The throwback
of this system was that extra and strenuous elements were used
and the installation was cumbersome. Only limited locations were
available and the practicability of such a system was very restricted.
In a paper by Simon D‘Alfonso et al [3], a case study was formu-
lated which was based on an ongoing Horyzons site. A web appli-
cation and interface were outlined using Natural language analysis
and chatbot technologies. However, privacy was the major draw-
back of this system. Eileen Bendig et al [5] have discussed Clinical
Psychotherapy and Counseling using Chatbots to Improve Men-
tal Wellness and found that while current bots showed promise in
terms of practicability, practicality, and acceptability, they aren’t
yet ready to be transferred to psychotherapy environments. In a pa-
per by Gilly Dosovitsky et al., [8], it was seen that a chatbot was
used to provide guidance to the people facing depressive episodes.
Alaa Ali Abd-Alrazaq et al., [1] demonstrated the efficacy and
safety of utilizing chatbots to enhance mental health, observing that
chatbots were beneficial in alleviating depression, anxiety, tension,
and acrophobia. However, the results were still conflicting regard-
ing severity of anxiety and positive and negative effects of the chat
box. In the paper by Kien Hoa Ly et al., [22], an automatic con-
versational chatbot was constructed for improving mental health.
The results were efficient but due to minor differences in demo-

graphic characteristics between the two sets, more improvement
was expected. A digital psychotherapy chatbot capable of depres-
sion analysis was created in a study by Bhuvan Sharma et al. [28].
This study, which was designed to reach 300 million individuals
throughout the world, yielded substantial results while also propos-
ing several treatments for depression. However, this study and the
chatbot was only restricted to the state of depression. The therapy
bot devised in this paper deals with various emotions such as angry,
sad, happy, and neutral tone. The bot first recognizes the mood of
the individual and accordingly suggests remedies such as a music
playlist to provide music therapy.

2.3 Feature Extraction from Different modalities
The two modalities considered in the making of this bot are speech-
based modality and textual based modality. The extensively used
speech emotional features can be classified into voice quality,
prosody and spectral features [24, 23]. Zhang et al., [41] deployed
the technique of producing audio-visual segment features using
CNN based features. Noroozi et al., [25] designed an audio-visual
MER system with features like MFCC, Energy and facial land-
marks from key frames extracted from video clips. In the paper by
Avots et al., [4], the eNTERFACE and SAVEE database was pro-
cessed employing the audio-visual emotion recognition technique.
A cross-corpus evaluation was made using MFCC for the audio part
and faces were extracted using the Viola-Jones face detection algo-
rithm. In the work of Wu et al., [36] proposed an emotion recogni-
tion framework combining bi-stage fuzzy fusion and CNN. Haq et
al., [14] did the audio-visual processing where energy, pitch, dura-
tion and MFCC features were used as audio features. In the work
proposed by Gera et al. [10], the properties of varying the audio
features like energy, pitch, MFCC and its derivatives and methods
for a database were discussed. In the paper by Wang et al., [34], a
MER system is employed using the pitch, intensity features along
with the first 13 MFCC features from the speech samples. In the
work by Venkataraman et al [32] for the RAVDESS database, Log-
Mel Spectrogram, MFCC, pitch and energy were considered in the
audio modality. Based on SAVEE database Kim et al., [19] pro-
posed an Informed Segmentation and Labelling Approach (ISLA)
where speech signals were used to change the dynamics of the up-
per and lower facial area. Audio-Visual Emotion recognition was
carried out using ISLA technique. Zhalehpour et al., [39] based on
eNTERFACE database employed an automatic peak frame selec-
tion from audio-visual channels. For textual modality in the paper
by Ruijun Liu et al. [21] surveyed sentiment analysis from text us-
ing concepts of Natural Language Processing (NLP) to identify the
emotion from the text. Peters et al. [20] proposed a method called
Embeddings from Language Models (EML) to obtain word vectors
from text and created the bidirectional LSTM model for classifi-
cation. Akhtar et al., [2] proposed a mixed deep learning approach
for text sentiment analysis. Day and Lin [7] analyzed the Google
Play consumer reviews of Chinese text from the LSTM deep learn-
ing model and concluded that it LSTM shows better performance
over statistical models like Naive Bayes classifier and SVM. From
the different approaches discussed above, CNN is the highly pop-
ular algorithm for emotion recognition used along with MFCC of
speech and NLP approaches from text. However, due to high com-
plexity, CNN models usually require high convolutional layers in
order to increase accuracy [12]. The intricacy of the network and
the training time, which can expand exponentially with the addition
of each layer, are the primary drawbacks of bigger network depth.
Considering the accuracy and computation time, to get real time
response from the chat bot, MFCC, delta MFCC and acceleration
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Fig. 1: Block diagram of Therapy Bot application

MFCC was proposed to be used for speech modality and TF-IDF
for text modality.
This section emphasizes on making the process as limpid as possi-
ble and hence, intricate attributes of the proposed MER system set-
up is carefully explained. As illustrated in the Fig. 1, it is broken
into steps such as database creation, SER/TER Feature Extraction,
classification, fusion and emotion recognition.

3. METHODOLOGY
The aim of the bot is to find Multimodal Emotion Recogni-
tion (MER), which can be conceptually realized as the super-
set of Speech Emotion Recognition (SER), and Textual Emotion
Recognition (TER). Initially the local database is created. This lo-
cal database is then pre-processed after converting into text. The
database results into two madalities first original recored speech
and second to the text. The feature extracted from the pre-processed
speech segment is Mel-Frequency Cepstral Coefficients (MFCC),
delta MFCC and acceleration MFCC while the Term Frequency-
Inverse Documentary Frequency (TF-IDF) vectorization is used for
the pre-processed textual segment. The Support Vector Classifier
(SVM) was used for calculating the confidence of the emotions
from each modality which is finally used to identify the emotion.

3.1 Database
The local database is created and named as the Indian Emotion
Database (IED) used in this paper is segregated into two modali-
ties and four unlike emotions viz, sad, happy, angry and neutral.
The two different modalities are for speech and textual modality.
The Speech part of IED is formulated by 40 different people con-

tributing their audio recordings in four different manners depicting
the basic emotions of happiness, sadness, anger and neutral.

3.2 Speech Modality for SER
The Speech Emotion Recognition (SER) segment is divided into
two major blocks. The first block deals with the pre-processing
with consists of the normalization process and the pre-emphasis.
The second block then deals with the feature extraction, which con-
sists of MFCC, Delta, and Acceleration features. In SER channel,
initially the base features were extracted from speech frame, and
then the mean of all the frames were taken. A speech file consists
of 200 frames would give 200× 40 dimension MFCC feature vec-
tor. Now the mean of all frame would give 40 MFCC feature from
each wav file. The MFCC features are then combined with delta
and acceleration MFCC. The SER is designed in such a way that
both the static as well as dynamic features are used for the correct
assessment of the emotions.

3.2.1 Pre-processing . Pre-processing comprises of normaliza-
tion and pre-emphasis. In SER, many cues like background noise
can be considered which have different ranges hence; to eliminate
this normalization is performed. The implementation of normal-
ization makes it easier to spot the changes in the vocal spectrum.
Pre-emphasis has been used to eliminate the noise and to balance
the frequency spectrum.

3.2.2 Feature Extraction from Speech. MFCC is a speech feature
extraction algorithm and attained by the combination of Mel filter
bank and the power spectrum obtained from speech sample [12].
The block diagram for MFCC feature extraction is as shown in Fig.
2.
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Fig. 2: MFCC Feature Extraction

Mel-scale (Sk) is obtained using equation (1) where ‘f’ is the fre-
quency in Hz. .

Sk = Mel(f) = 2595× (log10(1 +
f

700
)) (1)

To extract perception based features, 128 triangular Mel filter banks
are obtained using equation (1). The square of the absolute value
of the discrete Fourier transforms of the discrete-time voice in-
put signal x[n] is called the power spectrum. For the input signal
x[n] at discrete time instances n, short-time Fourier transform pro-
duces X[k] at discrete frequency instances k for a frame of length
N. Now, the Power spectrum X[k]2 is applied on triangular fil-
ters (M=128) of the filter bank denoted by Hm[k] to estimate Mel
Scaled power spectrum S[m] using equation (2.

S[m] =

N−1∑
k=0

X[k]2Hm[k], 0 ≤ m ≤ M (2)

MFCC of a speech sample is the logarithm of the Mel- power spec-
trum S[m] converted back to the cepstrum domain by using discrete
cosine transform. The MFCC formula is given in equation (3).

MFCC[i] =

M∑
m=1

log(S[m]) cos[i(m− 1

2
)
π

M
] i = 1, 2, ...L

(3)
The value of ‘L’ signifies the number of MFCC coefficients from
each frame whereas ‘M’ indicates the speech frame length. In the
present work, AER performance was analysed for MFCC with
L=40 because emotion-related information can also be found in the
high frequencies. Since MFCC features were calculated for con-
secutive speech frames thus they gave static information of that
particular frame [13]. However, computing the first and second
derivatives of base features, on the other hand, might provide ad-
ditional information about the signal’s temporal dynamics [9]. The
first and second-order derivatives of MFCC coefficients called delta
MFCC and acceleration MFCC respectively were used to get dy-
namic MFCC feature vectors.

3.3 TEXT Modality for TER
The motive behind the addition of Textual Emotion Recognition
(TER) is to make the therapy bot more reliable and to provide a
sense of privacy to the user. Text in a language also indicate posi-
tive or negative emotions. The process of TER is divided into two
blocks viz, pre-processing and feature extraction.

3.3.1 Pre-processing. Pre-processing in TER is broken down
into data cleaning process, stemming and lemmatization. Initially
the text sentence is passed through removal of stop words and punc-
tuations as a data cleaning process and then stemming. The objec-
tive behind using stemming was that for a quick emotion recog-
nition scanning and understanding all the words is not necessary.

Hence, addition of stemming reduces the inflection in words to their
root forms. Further, Lemmatization reduces the modified words
suitably and confirms that the root word belongs to the same lan-
guage. After using both stemming and lemmatization the possibil-
ity of redundant feature extraction is reduced.

3.3.2 Feature Extraction from Text. The TF-IDF is calculated by
the multiplication of two metrics: Term Frequency (the frequency
of a word’s phrase) and Inverse Document Frequency (the fre-
quency of a word’s inverse document) [16]. The amount of times a
word is seen in a document is indicated by ’Term ’. The frequency
function is used to determine how many times a word is present
in a text. The frequency can be modified further based on the doc-
ument’s length. The word’s inverse document frequency i.e., IDF
over a group of documents refers to how frequent or infrequent a
word appears in the entire document set. The more frequent a term
is, the closer it gets to zero. Before using the logarithm, multiply
the total number of documents by the number of documents that
include a word. Thus, if the word is extensively used and appears
in a big number of documents, this score will be near to zero. It
will be near to 1 if not. The greater the score indicates that the term
inside that particular document is the more important. Mathemati-
cally, the TF-IDF score for the word denoted by ‘t’ in a document
denoted by ‘d’ from document set indicated by ‘D’ is computed
using equation (4).

TF − IDF (t, d,D) = TF (t, d)× IDF (t,D) (4)

In equation (4), TF (t, d) = log(1 + frequency(t,D)) and
IDF (t,D) = log( N

count(d∈D:t∈d) ). This calculated TF-IDF is
further fed to SVM which correspondingly to produces the con-
fidence of each emotion class. For obtaining TF-IDF, random sen-
tences were collected online which was used to create a database
of 17436 words. After removing stop words and repeating words,
6840 unique words remained in the database. To obtain the TF-IDF
vector of a sentence, first the sentence is to be pre-processed and
then the unique words in the sentence is obtained. These unique
words are used to calculate the TF-IIDF vector for the sentence.

3.3.3 Support Vector Machin. A pattern classifier called SVM
library [16] has been used to classify the emotion class of the ut-
terance. SVM has utilized linear kernel for generating feature rep-
resentative models based on training vectors. The model developed
is used for the recognition of emotions from the test speech. SVM
in this case is used for finding confidence values of each emotion
from both the modalities.

3.3.4 Decision Level Fusion. After obtaining confidence values
from text and speech modality they are supposed to be combined
together to provide the final emotion recognition result. The calcu-
lated MER accuracy is the average of confidence values obtained
from both the modalities as given in equation (5).

MERacc =
(SERconfidence + TERconfidence)

2
(5)

4. IMPLEMENTATION, RESULTS AND
DISCUSSION

The implementation process began with the data acquisition. The
IER database was curated by segregating it into two segments the
Speech segment and the Textual segment. For the Speech segment,
a collection of 4 emotions which are happy, sad, angry and neu-
tral experienced by the subjects is used. It is a custom database
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that is created using the recordings of the acquaintances. A code
was programmed to record the voices of different people includ-
ing various genders. 40 people agreed from the vast majority that
was approached. The different existing databases were surveyed
and 25 sentences were picked that depicted 4 emotions. i.e., 4000
speech recordings were obtained. These sentences were labelled as
per their emotion. The MER includes two steps: Training and Test-
ing.

4.1 Training
In total, 4000 recordings were used for training the model. For
speech modality, these speech samples or recordings underwent
normalization and pre-emphasis as a pre-processing step. Then
MFCC feature vector was evaluated from the pre-processed speech
data. Further to obtain the dynamic attributes of the speech the delta
and acceleration features of MFCC were also included, 40 points
MFCC are extracted and then passed through delta and acceleration
which correspondingly yielded 40 points respectively. Thus, a fea-
ture vector of dimension 120 was formed from each speech sample.
Hence, for 4000 speech samples the training data of 4000x120 was
applied to the SVM classifier model. For text modality, a Google-
API was used to convert the speech recordings into text thus we
obtained 4000 sentences as text samples. These text sentences were
first passed through removal of stop words and punctuations as a
data cleaning process and after stemming and lemmatization the fi-
nal sentence obtained is then converted to a text training vector of
dimension 4000 x 1 using TF-IDF vectorization. A SVM classifier
model would be trained using TF-IDF features.

4.2 Testing
A web application is constructed to access this Therapy Bot be-
cause the web is the most widely utilized networking tool that
meets the needs of all sorts of users to solve any type of prob-
lem. While creating web portal, the appearance of the site increases
the importance of the development. A web application’s attractive-
ness may easily attract a larger number of visitors, resulting in a
web portal’s success. Thus, the web application is built using flask
which is a python library which can fulfil technological needs of
a decent web portal [11]. Real time approach was carried out for
testing. Initially, the user has to make an account, sign in and speak
to the bot about how they feel. The application is speech indepen-
dent, hence the user is free to speak any sentence. The login page
of GUI of the therapy bot is shown in Fig. 3. For the user logging
first time, sign up is required. After user has signed up, they can lo-
gin successfully. Now next page representing MER result will ap-
pear as illustrated in Fig. 4. There are three options as shown with
color buttons: ‘Record’ in blue for recording the speech utterance,
‘Pause’ in yellow for taking break while recording and ‘Stop’ for
stooping the ongoing recording. The sampling rate of the record-
ing is kept at 48 KHz. This recorded speech sample would be a test
sample for recognizing the emotion. After recording the test speech
file, it can be played using audio play sign present on the GUI to
verify if the recording was successfully done. If the recording is
appropriate, it is uploaded using upload button. Now in backend,
for SER the speech file would be pre-processed and the feature
extraction is done. This speech feature is then applied to trained
SER SVM model to give confidence value of each emotion. For
TER, recorded speech is converted into text using google API. This
text file is pre-processed and then text feature is extracted from the
converted text sequence. This text feature vector is then applied to
trained TER SVM model to give confidence value of each emotion.

Fig. 3: Login page of GUI of the Therapy bot

Further these confidence values obtained from SER and TER is
fused at decision level using averaging technique. Finally, the de-
tected emotion would appear on the GUI. As visible in Fig. 4,
‘Emotion Detected- Happy’ appeared for a speech recorded with
happy emotion. To identify the performance of the model, 60 test
samples were recorded, Accuracy of 63.5% is found for MER while
the confidence score of 0.69 for SER and 0.58 for TER was ob-
served. Thus, the bot provides an accuracy of 63.5% for MER. The
restriction on the accuracy cropped up due to the restriction in the
hardware i.e., training T0 understand the performance of the BOT,
the implementation summarized in the Table 1.
In addition to this, based on the emotion detected a MEME which
is a modern source of entertainment and a Spotify playlist is sug-
gested to elevate the mood of an individual which is also visible
in Fig. 4 . According to the emotion recognized the motivational
quote, meme and playlist is provided. Also, mantra meditation and
other yoga techniques is suggested based on the emotion recog-
nized.
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Fig. 4: Emotion detected and suggestions corresponding to the emotions

Table 1. : Performance Evaluation of Bot for Emotion Recognition

Modality Training Samples Test Samples Feature Dimension Confidence Score Final Accuracy (%)
Speech 4000 60 120 0.69 63.5Text 4000 60 1 0.58

5. CONCLUSION
The mental issues have become the common disease of the age
especially in this pandemic time. Due to the social distancing reg-
ulations in person therapy has become difficult. The main aim was
to create a real time bot and the objective was met by using MER
which considered the speech and textual aspects. Therapy bot is
capable of finding mental status of a user through 4 emotions and
suggesting appropriate therapy. Based on the obtained emotions ap-
propriate therapy was suggested. The way a person displays emo-
tions varies from user-to-user. The therapy bot designed here is a
general model. In future it can be customized according to each
user to make it more accurate and to provide better results. The
therapy bot covers only 4 emotions, the emotions such as disgusts,
grief etc. could be beneficial for people’s usage. The bot exists as

a web application; in future an android/iOS application could be
developed to cater the crowd.
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