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ABSTRACT 

Despite the growing interest in time series data specifically, 

stock market predictions in the financial world as well as its 

development stages of most related studies, this article aim to 

provide a good structure and suitable model for predicting the 

trend movement of stock market returns.  This is done through 

a classification wavelet LSTM network model and the result 

compare to a baseline model.   The results show that there are 

high returns of S&P500 stock market prices with a 15minutes 

interval range as compared to the wavelet-logistic (W-LR) 

regression model. It is therefore obvious that the enhanced 

deep neural network (W-LSTM, LSTM model) performs 

better in stock market prediction as compared to the 

traditional statistical models (LR W-LR). 
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1. INTRODUCTION 
Recently there has been a lot of research publications on 

financial time series especially in the area of returns on stock 

markets. The interest is that if the returns on stocks are 

successfully predicted investors may be better guided. The 

profit in investment and trading by the individual, institution 

in stock market returns to a large extent depends on 

predictability. If any program is developed and can 

continuously predict the returns of the dynamic stock markets, 

it would offer enormous support in decision making by stock 

investors. Moreover, the forecasted returns of the stock 

market will help the market analyst in making correct 

investment decisions.  Another concern for research in this 

field is that it has many theoretical and experimental 

challenges. The most concern is the Efficient Market 

Hypothesis (EMH: EUGENE FAMAS 1970). The Hypothesis 

explained that stock prices are not the precise information 

about the market and its constituents and that the opportunity 

of earning more profit ceases to exist. So, it is assumed that no 

system is expected to outperform the market predictability. 

Hence modelling any market under the Expected market 

Hypothesis, the assumption is that it is only possible on the 

speculative, stochastic components but not on the changes in 

value. There are a lot of arguments on the volatility of the 

Efficient Market Hypothesis and random walk theory.  The 

advancement in computation and finance intelligence and 

economist have formulated opposite hypothesis called 

inefficient market hypothesis which states financial markets 

are not always affected, the markets are not always in a 

random walk.To handle these complicated components and 

make an accurate prediction, a lot of scholars choose to use 

machine learning and deep learning to create a model which 

has been applied in financial time series forecasting and 

published in computer science, economics and finance 

journals.  In this paper, we propose a classification problem 

on the S&P500 stocks market prices, where we were more 

concerned with the returns of the closing prices. Our 

classification problem was built on the LSTM model and we 

compare the model prediction to the traditional statistics 

model (Logistics regression).  The rest of the paper is 

structured as follow: literature review, the methodology and 

development, experiment, experimental result, discussion and 

conclusion. 

2. LITERATURE REVIEW 
Over the years many traditional statistical models and 

machine learning algorithms have been employed to predict 

the trend movement of stocks market data [1][2]. The most 

popular ones used are Autoregressive integrated moving 

average, ARIMA [3] is one of the most popular techniques 

used in financial time series analysis.  The improved modern 

techniques in the forecasting of financial time-series data, 

Deep LSTM, Shallow LSTM, 1-CNN and machine learning 

models were used to predict stock market data [4].  Attention 

LSTM model has been used in prediction of financial time 

series data [5] Wind power short-term prediction based on 

LSTM and discrete wavelet transform functions by Liu Y, 

Goun, L, Hou, C et al [6]. Leveraging Financial News for 

Stock Trend Prediction with Attention-Based Recurrent 

Neural Network [7]. Application of support vector machines 

in financial time series forecasting [8].   Using support vector 

machine with a hybrid feature selection method to stock trend 

prediction [9].   Forecasting stock market using wavelet 

transform and recurrent neural networks, an integrated system 

based on artificial bee colony algorithm.[10]. Yatong and 

Takahiro in [11] implemented deep learning models as a 

strategy for trading. Manuel R.Vergas et al in [12] use the 

LSTM model and Technical indicators to forecast the S&P500 

index. In [13] a hybrid model based on the LSTM network 

and several GARCH models is used to forecast the stock 

prices volatility. Other notable researchers, applied interesting 

models for forecasting stock returns in the cross-section 

[14][15][16][17][18]. 

3. METHODOLOGY AND 

DEVELOPMENT 

3.1 Propose classification problem 
The proposed classification problem consists of several steps 

that will be detailed in this section. First, we assume the 

volatility of the prices at time step t can move either high or 

low. In such instance we focus on the returns of the market 
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price by taking logarithm returns of the prices, we define our 

returns as:       

𝑅𝑡 =   
𝑃 𝑡+𝑕 −𝑃 𝑡 

𝑃(𝑡)
  , Where   P 𝑡   is the closing price at time t 

and it shows the changes of the price between time t and  

 𝑡 + 𝑕  relative to the reference price   P 𝑡  

𝑅𝑡 =   
𝑚 𝑡 −𝑃 𝑡 

𝑃(𝑡)
, where   m 𝑡   is moving averages from  

 𝑡 + 1  to   𝑡 + 𝑕  period and where 

𝑚 𝑡   =    1 𝑕 ∗  𝑃 𝑡 + 𝑖 𝑕
𝑖=1  

𝑅𝑡 =  log  
 1

𝑕 ∗  𝑃 𝑡 + 𝑖 𝑕
𝑖=1 − 𝑃 𝑡 

𝑃(𝑡)
  

We partition it by 1/3 and 2/3 quartiles and since the 

distribution of 𝑅𝑡  is approximately symmetric and stationery 

which is denoted by  𝑃𝑡
(𝑕𝑖𝑔𝑕)

,  𝑃𝑡
(𝑙𝑜𝑤 )

 . We will then have 

classification problem as:  𝑋𝑡𝜖(𝑕𝑖𝑔𝑕, 𝑙𝑜𝑤) 

3.2 Class Label 
We defined our class label as one-hot vector where the true 

class (High returns) is set to 1 otherwise (Low returns) is set 

to 0 and   θ as our threshold. We use a threshold to control the 

imbalance of the class labels. 

(S&P500 θ = 0.23)       

𝑦𝑡 =  
1          𝑖𝑓 , 𝑅𝑡 > 𝑅𝑡+𝑇 − 𝜃
0      𝑖𝑓      𝑅𝑡 < 𝑅𝑡+𝑇 + 𝜃

  

In such instance our simplified classification problem is  

𝑋𝑡𝜖(𝑦𝑡) 

3.3 Background of LSTM Network Model 
The LSTM network unit above figure (1) has vectors𝑕(𝑡)and 

𝑐(𝑡)which represents short term and long-term memory states. 

Each of the cells has three gates thus: for the gate𝑓(𝑡), Input 

gate 𝑖(𝑡)and output gate  𝑜(𝑡).The logits’ function which is 

the activation function output is in the range of [0][1]. The 

network gates use element by element to control how data 

should be maintained.    The mathematical computations are 

as follows: 

𝑖(𝑡) = 𝜎(𝑊𝑥𝑖
𝑇 . 𝑋 𝑡 + 𝑊𝑕𝑖

𝑇 . 𝑕 𝑡−1 + 𝑏𝑖) 

𝑓(𝑡) = 𝜎(𝑊𝑥𝑓
𝑇 . 𝑋 𝑡 + 𝑊𝑕𝑓

𝑇 . 𝑕 𝑡−1 + 𝑏𝑓) 

        𝑜(𝑡) = 𝜎(𝑊𝑥𝑖
𝑇 . 𝑋 𝑡 + 𝑊𝑕𝑜

𝑇 . 𝑕 𝑡−1 + 𝑏𝑜) 

                     𝑔(𝑡) = 𝑡𝑎𝑛𝑕(𝑊𝑥𝑦
𝑇 . 𝑋 𝑡 + 𝑊𝑕𝑔

𝑇 . 𝑕 𝑡−1 + 𝑏𝑔) 

𝐶(𝑡) = 𝑓 𝑡  × . 𝐶(𝑡−1) + 𝑖 𝑡 (×)𝑔(𝑡) 

𝑦(𝑡) = 𝑕(𝑡) = 𝑜(𝑡) × tanh⁡(𝐶 𝑡 ), where𝜎 is given in the 

function as   𝜎(𝑥) =  
1

1+ℓ−𝑥  and tanh represent the function 

as: tanh(x) = 
𝑠𝑖𝑛𝑕𝑥

𝑐𝑜𝑠𝑕𝑥
=    

ℓ𝑥−ℓ−𝑥

ℓ𝑥+ℓ−𝑥  

The weight matrix W and the bias b will be generated by the 

backpropagation algorithm. Where𝑓𝑡𝑖𝑡and 𝑂𝑡are the 

activation of the input, forget and output gates at time step t, 

whichcontrol how many input and previous state will be and 

how many cell states will be added in the hidden activation of 

the network. The protected activation cell state at (time-step) 

time-step is represented by𝐶(𝑡) and 𝑕(𝑡)the activation that 

will be given to the othercomponents of the LSTM model. 

3.4 LSTM Model Construction 
In the model, we use Xto represent the features of stock at 

time t. we treat a time series as {X} (t = 1, 2, ..., T) and 

returns as an input instance of our LSTM network which will 

possibly predict the high or low of the next period.We make 

our problem more feasible by the already proposed 

classification model built at the initial stage which will 

depend on the LSTM network. 

The above gives details of the LSTM layer model, in the 

dropout layer, each cell has a defined probability that stops 

working during the training process to avoid the model being 

over-fitted. Predicting the neurons will undertake the work to 

maximize the role, the dense layer has no activation function 

and the output score is the probability that predicts instance 

belongs to a pre-defined category and the real score is 

converted to the corresponding probability by the Softmax 

layer. We defined the Softmax layer as: 

𝑃𝑖 =  
ℓⅈ

 ℓ𝑖
𝑗

 

where Pi and ⅈ  represents the probability of the predicted 

score that belongs to a particular class. 

3.5 Baseline approach 
In comparing the LSTM model to a baseline model thus 

statistical model, we chose the logistic regression model 

which is a traditional model and compare it to the LSTM 

model. The logistic regression which is a probabilistic review 

of the linear regression model has a logit function that finds 

the probability P such that 

𝑃  𝑦 =
1

𝑥
 = 𝑝 

where X is the feature input vector of our features and Y is the 

target class. We assume that the probability P depends on X 

such that is   P=βX andβ is an input feature co-efficient. Here 

we use the Sicket-learn library in our final implementation of 

the logistic regression model. We use the same input OHLC 

and returns. 

3.6 Dataset and Processing 
We evaluate the performance of the proposed classification 

problem on S&P500 ranging from Jan 1, 2010, to 31 Dec 

2015. There was a total of 1250 trading days for every 15 

minutes interval. We chose open prices, high price, low price, 

close price and volume price and drop the volume prices in 

the progress of the work. 

Due to the difficulty and volatility of the stock market and its 

various trading restrictions, the stocks prices are very noisy.  

Non-stationarity of time series data with overlapping noise 

and signals, make an accurate prediction of trend very 

complex to achieve. A wavelet transform function is 

introduced in the preprocessing stage to denoise the S&P500 

dataset.  The wavelet mathematical function use to transform 

the dataset is: 
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𝑋𝜔 𝑎, 𝑏 =
1

 𝑎
 𝑥(𝑡)𝜓  

𝑡 − 𝑏

𝑎
 

∞

−∞

𝑑𝑡 

The co-efficient with more deviation is dropped and inversely 

transform a new set of co-efficient to achieve a new set of 

denoise S&P500 datasets. This would help to achieve an 

advanced convergence of the deep neural network model and 

also help to remove negative hyperparameters of the 

dimension of the selected features on the model. And we kept 

the initial dataset without denoising to sever as a comparison 

of metrics score of wavelet function on the dataset and 

without a wavelet function on a dataset. 

S&P500 dataset:                    

 

4. EXPERIMENT 
We use wavelet transform and without wavelet transform on 

the S&P500 dataset on the proposed classification LSTM 

model and the baseline approach. In the S&P500 we divided 

wavelet transform and without wavelet transform dataset into 

training data, validation and test data. We use 80% training 

dataset, 10% validation and 10% testing data and created a 

Numpy array function and set a look-back for the previous 

time steps to be used to predict next time predictions. In the 

wavelet transform plus LSTM model (WLSTM network) on 

the S&P500 stock market, we set the look-back to a period of 

60minutes and forecast 100minutes into the future to detect 

high or low returns. 

We optimize the model using the Adam optimizer and 

softmax function activation in all the layers. We keep 

changing the number of iteration epochs and the selected 

number of mini-batches for the stocks and the dropout layers 

base on the selected mini-batches. 

And for the baseline, we use the same input variables of the 

previous stocks and the same look-back function in terms of 

period. We implemented this using the Sicket-learn library 

and evaluated the scores of the proposed classification on the 

wavelet LSTM model and the Wavelet logistic regression 

model using these metrics:  accuracy, recall, precision and F1-

measure. These metrics were calculated based on predictions 

correctly made for positive classes (true positive-TP), 

negative classes (true negative -TN), those made for 

inaccurately for both classes (false positive- FP, false 

negative-FN) and confusion matrix to show clearly the high 

returns predictions and low returns predictions. 

A simplified figure on confusion matrix for classification 

problems 

 

Fig.2: confusion matrix 

                    A =   
𝑡𝑝 +𝑡𝑛

𝑡𝑝 +𝑓𝑝+𝑡𝑛 +𝑓𝑛
 

                    P   =  
𝑡𝑝

𝑡𝑝 +𝑓𝑝
 

                   R    =  
𝑡𝑝

𝑡𝑝 +𝑓𝑛
 

                  F1 = 2*
𝑃∗𝑅

𝑃+𝑅
 

 

Fig 1: LSTM Network Model 
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5. EXPERIMENTAL RESULT AND 

DISCUSSION 
We experimented with the wavelet transform dataset and 

without the wavelet transform the dataset, for the wavelet 

dataset, we choose the co-efficient with low deviations. We 

process the S&P500 dataset on a proposed classification 

problem on the LSTM network model and logistic regression 

model. We will then have wavelet transform - LSTM network 

model (W-LSTM) wavelet transforms - logistic regression 

model (W-LR).  

The LSTM network model with wavelet transform function 

and logistic regression model with wavelet transform function 

gives good positive returns in terms of the metrics; recall, 

precision, accuracy and f1-score as compared to the LSTM 

network model and logistic regression without a wavelet 

transform on the dataset. 

The table below shows the predictions of the S&P500 

15minutes dataset. 

Table 1. Wavelet transform function with LSTM 

(WLSTM) model and LSTM model 

Metrics W-LSTM model 

(%) 

LSTM model (%) 

 Accuracy        0.68  0.58 

 Precision        0.60 0.56 

 Recall        0.82 0.68 

 F1-score       0.69 0.61 

 

Table 2. Wavelet transform function with logistic 

regression (W- Logistic regression) and Logistic regression 

model 

Metrics  Wavelet 

transform-Logistic 

regression model 

(W-LR)  

             ( %)  

Logistic 

regression model 

            LR (%) 

Accuracy        0.57         0.55 

 Precision         0.50         0.50 

 Recall       0.60        0.55 

F1-score       0.54        0.52 

 

6. CONCLUSION 
In this paper, it is shown that the proposed classification 

problem helps to determine the movement of financial stocks 

market data in terms of high or low returns as compared to 

most review articles. The stock market is affected by several 

factors which make it very arguable in terms of its trend 

movement. The noisy nature of the dataset is difficult to 

handle, we then denoise the dataset by using the wavelet 

transform function. We then have an enhanced model of the 

wavelet transform function plus the LSTM network model 

(W-LSTM) and compare it to the LSTM network model. In 

our chosen baseline, we enhance the logistic regression model 

(W-LR) and compare it to the logistic regression model. 

From the evaluation of our W-LSTM model, it shows clearly 

higher return (Profit) in terms of true positive and true 

negative with an accuracy of 0.68% as compared to the 0.58% 

accuracy score of the LSTM network model. In our chosen 

W-LR (wavelet transform and logistic regression) as a 

baseline, we achieve a higher returns accuracy of 0.57% as 

compared to LR accuracy of 0.55% This shows clearly how 

the wavelet transform function help to reduce the noise in the 

dataset and enhance the accuracy of the predictive models. In 

short, the deep neural network model performs better on stock 

market price predictions as compared to the traditional 

statistical models.  The chosen enhanced LSTM network 

model (W-LSTM) predicted higher returns on the prices as 

compared to the enhanced logistic regression model (W-LR).  

The result is more promising in accessing the trend of stock 

market returns as compared to the result review in most 

published articles.   In future, we will look at an econometrics 

model (Elliott waves principles) with long term short memory 

(E-LSTM) as a hybrid approach to detecting the trend 

movement of stock market returns and comparing it to this 

result. 
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