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ABSTRACT 

Agriculture is the backbone of the Indian economy. A 

significant amount of people in India depends on agricultural 

income. But due to traditional methods of farming and 

dependency on nature, infection, and other different diseases, 

the production, and profit of crops are affected, results in poor 

quality and productivity. This paper is motivated to 

investigate the recent advancement in the agriculture based on 

computational technology. Therefore, recent technique of 

efficient and accurate plant disease detection using Machine 

Learning (ML) and image processing techniques has proposed 

to study. A survey has been carried out and the summary of 

conducted review has been reported. The reviewed literature 

is focused on categorizing the methods based on ML 

algorithms used. Additionally, the trends of utilization of ML 

techniques are also described. Using the concluded reviews 

and available facts we proposed a ML model for early disease 

prediction, and also proposed a recommendation system 

which provides relevant solution to deal with the disease is 

described. The different components of both the models and 

required functional aspects are also discussed. Finally, the 

paper provides the conclusion of the work carried out and 

future guidelines.   
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1. INTRODUCTION 
India is an agricultural country, and act as the main source of 

livelihood. More than 80% of population has dependent on 

agriculture. Additionally in different areas of agriculture 52% 

of the population is getting their employment. Its contribution 

is between 14 to 15% in Indian GDP. However, most of the 

farmers are totally dependent on agriculture [1]. Additionally, 

some of them are completely depend on seasonal crops. The 

production of crops is directly affecting the sustainability of 

the farmers of India. But due to rain, disease, and other 

influences most of the crops are ruined. Moreover, the 

bacteria, viruses, and fungus can also affect the crop yield [2]. 

Natural disasters are not manageable by us but we can reduce 

the impact.  

In this context, the proposed work is motivated to explore and 

investigate the diseases in seasonal crops using ML and image 

processing technique. In recent years a significant 

advancement in agriculture using ML has been observed. 

Using ML techniques a number of applications are become 

easy to implement which can be beneficial for farmers by 

assisting in various involved processes in agriculture. This 

kind of technology is known as smart farming. In this 

presented work we are proposed to develop a ML model for 

detecting the infection and/or disease in crops, by analyzing 

the crop plant leafs. In literature, a number of techniques have 

existing that is claiming to provide accurate analysis of plant 

leaf images [3]. Among most of them are based on CNN 

(Convolutional neural networks) [4], SVM (support vector 

machine) [5] and image segmentation techniques [6].  

The ML techniques are played an essential role in early 

disease detection in plants by analyzing the plant leaf images. 

Both kinds of techniques (i.e. supervised as well as 

unsupervised) can be used for this task [7]. Additionally, there 

are various other frameworks are also available that analyze 

the crop disease and recommend the solution to deal with the 

disease infection. Such kind of systems are useful in reduce 

the farmer's loss due to diseases. But these approaches are 

limited for some specific type of plants and crops. Therefore, 

in this work we are focused on finding more efficient and 

accurate methods. Thus in this paper we first involves a 

review of existing advancement for plant disease detection 

using ML and image processing techniques. In this review we 

categorize the contributions based on the employed ML 

algorithms. Further, the review is summarized to identify the 

required direction of study. In this context an outline of a 

solution has been provided. This model will be used to 

prepare design of the disease detection system.  

2. BACKGROUND  
An overview of the various common concepts which are 

frequently used for classifying and identifying the plant 

diseases is discussed in this part of paper. 

2.1 Image segmentation 

Image segmentation is the method of partitioning an image 

into multiple sets of pixels. The goal of segmentation is to 

simplify or transform the representation of an image to 

enhance the feature of the image. The aim of segmentation is 

to find a more meaningful and easier part of data for data 

analysis (classification and prediction). Image segmentation is 

used to locate the boundaries of objects in images. 

Additionally, it is the process of assigning a label to each 

pixel in an image according to certain characteristics. The 

result of segmentation is a set of segments representing the 

entire image or a set of contours. Each of the pixels in a 

region is similar in terms of some characteristic or property, 

i.e. color, intensity, or texture. An example of image 

segmentation is demonstrated in figure 1. 
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Figure 1 Example of Image Segmentation 

2.2 Image Classification & CNN 

In different kinds of variants of Artificial Neural Network 

(ANN) the CNN is a special kind of architecture. It uses 

visual features. That is mainly designed for employing in 

image classification problems. For example, Facebook uses 

CNN for tagging, for users‟ photos. The main task of image 

classification is the acceptance of the input image and defines 

its class label. In this context the image is passed in a series of 

Convolutional, nonlinear, pooling layers and fully connected 

layers, then generates the output. The Convolution layer is the 

first layer. The image pixels are entered into it. The reading of 

the input matrix begins at the top left of the image. Next, it 

selects a smaller matrix here, called a filter. Then the filter 

produces convolution by moves along with the input image. 

The filter‟s task is to multiply its values by the original pixel 

values. All these multiplications are summed up and a number 

is obtained at the end. Finally, after processing the entire 

image, a matrix is obtained, which is smaller than the input 

matrix. Additionally, it consists of mixed nonlinear networks 

and pooling layers. The output of one layer becomes the input 

for the next layer, and so on. The nonlinear layer is added 

after each convolution operation. It is an activation function, 

which brings nonlinear property. The pooling layer is 

nonlinear, which works with the width and height of the input 

and do down-sampling. This means if some features have 

been identified in the previous process then complete image is 

not needed, thus only less detailed information required. After 

completion of a series of layers, it is required to include fully 

connected layers, which accept output of Convolutional 

networks. This layer used to the end of the network for 

producing results according to number of classes. 

2.3 Support Vector Machine (SVM) 

In ML research, SVM is an essential technique, which offers 

robust and accurate results with respect to other well-known 

machine learning algorithms. It is a sound technique for learn 

by example task, and suitable for higher-dimensional data. 

Fast training execution of the SVM algorithm is also 

available. The aim of SVM is to find the best classification 

function for binary. The concept of “best” classification 

function is measured geometrically. To classify a linear 

dataset, a linear classification function corresponding to a 

hyperplane 𝑓(𝑥)  is created that passes through the middle of 

separable classes. Once function is determined, data instance 

𝑥𝑛  can be classified simply applying the function 𝑓(𝑥𝑛). In 

these conditions 𝑥𝑛  belongs to the positive class 

when 𝑓 (𝑥𝑛)  >  0. Because there are various linear hyper 

planes is available using which the SVM guarantees to 

improve margin among classes. The margin is the space 

accessible between classes. The margin is corresponding to 

the shortest distance between the closest data points. This 

allows us to explore and maximize the margin, though an 

infinite number of hyper-planes. 

3. LITERATURE SURVEY 
This section provides understanding about the recent 

development and investigation on the plant disease detection 

and recommendation. 

3.1 Use of CNN 
In India, Agriculture plays an essential role because of the 

rapid growth of the population and the increased demand for 

food. One major effect on low crop yield is a disease caused 

by bacteria, viruses, and fungus. It can be prevented by using 

plant disease detection techniques. Machine learning methods 

can be used for disease identification. Mrs. U. Shruthi et al [8] 

present the stages of plant disease detection and comparative 

study on machine learning techniques. Authors observed that 

CNN gives high accuracy and detects more number of 

diseases of multiple crops. S. Sladojevic et al [10] is intended 

to develop a new plant disease recognition system by 

classification of leaf images using CNN. This system can 

recognize plant diseases of 13 types, and also difference 

between plant leaves. In order to implementing this model all 

the steps are described. They are gathering images to create a 

database. The developed system is using Berkley Vision and 

Learning Centre for training. The model provides the 

precision between 91% and 98% training and for validation 

provides an average of 96.3% precision. K. P. Ferentinos et al 

[12], developed CNN models to detect plant disease using 

leaves images in terms of healthy and infected. Training was 

performed with an open database. Among several models, the 

best performance success rate is found 99.53%. The improved 

detection accuracy makes it a useful tool for early warning, 

and plant disease detection system. 

E. Fujita et al [17] propose a new plant-disease detection 

system using 7,520 cucumber leaf images comprising of 

healthy leaves and infected by almost all types of diseases. 

The leaves were photographed on the requirement, is, each 

image must contain a leaf roughly at its center. Although half 

of the images used in this experiment were taken in bad 

conditions, a classification system based on CNN attained an 

average of 82.3% accuracy under the 4-fold cross-validation. 

K. Nagasubramanian et al [24] provide a 3D CNN mode to 

assimilate the hyper-spectral data. Author analyzes the model 

to generate physiological reports. They focus on economical 

important disease, which is a soil-borne fungal disease of 

soybean. Based on the imaging of stem images and 3D DCNN 

they got accuracy of 95.73% and F1 scores of 0.87. Using a 

saliency map, they visualize the sensitive pixels and show the 

regions with disease symptoms. They also find the sensitive 

wavelengths used for classification in the near-infrared region, 

which is used spectral range for determining the health. The 

use of this model not only provides high accuracy but also 

provides physiological predictions. These predictions lend 

themselves for eventual use in precision agriculture and 

research. 

Using PlantVillage dataset, which consist of four classes, a 

deep CNN is trained to severity analysis. The shallow 

networks and deep models tuned by transfer learning by G. 

Wang et al [26]. The deep VGG16 model is trained, which 

provide 90.4% accuracy. P. Sharma et al [27] investigates a 

solution by using the segmented image to train the CNN 
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models. As compared to the F-CNN trained using full images, 

S-CNN trained using segmented images doubles in 

performance to 98.6% accuracy by the models with 10 

diseases. By using a tomato plant and spot disease type, they 

show that the confidence of self-classification for the S-CNN 

improves on F-CNN. A. K. Rangarajan et al [15] studied 

tomato leaves images of 6 diseases and healthy class from the 

Plant-Village dataset. The two deep learning models namely 

AlexNet and VGG16 net are considered. The analysis is 

presented based on number of images and parameters such as 

mini-batch size, weight, bias, learning rate, accuracy and 

execution time. 

3.2 SVM & ANN 
M. Islam et al [9] present an approach to integrate image 

processing and machine learning to diagnose diseases from 

leaf images. This method classifies diseases on potato plants 

from a publicly available plant image database. The 

segmentation approach and SVM demonstrate disease 

classification with an accuracy of 95%. An increase in agro-

products affects the GDP of the nation. S. Iniyan et al [20] 

have a concise discussion with the detection of crop diseases 

using machine learning, especially with SVM and ANN. They 

have concluded a survey with the pros and cons of every 

method in context with input parameters. Crops can be 

infected by fungi, bacteria, and viruses and also by water and, 

temperature. M. A. Hussein et al [29] proposed a plant disease 

detection system. This model includes two phases, (1) 

knowledge bases that usage pre-processing techniques and 

used with SVM to train the model. (2) The trained classifier is 

used for detecting disease on plant leaf. Dataset contains 799 

samples divided in 80% and 20%, for training and testing. 

Three crops diseases are identified with the accuracy of 

88.1%. K. Golhani et al [14] reviews advanced Neural 

Network techniques to process hyper-spectral data, emphasis 

on plant disease. Firstly, provides a review of NN mechanism, 

types, models, and classifiers. Then they highlight the 

imaging and non-imaging data utilized for the detection 

purpose. The hybrid NN-hyper-spectral techniques are a 

powerful tool. The ratio of different spectral bands of disease 

spectra is termed as Spectral Disease Index (SDI). They 

introduce NN techniques for developing SDI and highlight 

trends and challenges.  

3.3 Other ML Techniques 
S. Ramesh et al [11] use Random Forest algorithm for 

recognizing healthy and diseased leaf. The implementation 

includes different phases like dataset creation, feature 

extraction, training, and classification. The datasets of plant 

leaves are trained using Random Forest to predict diseased 

and healthy leafs. Histogram of Oriented Gradient (HOG) is 

used for features extraction. X. Q. Yue et al [28] implemented 

an efficient, accurate, non-destructive, and simple technique 

to recognize maturity of strawberry. The maturity is divided 

into mature, nearly-mature and immature classes. The aim is 

to distinguish between mature and nearly-mature to help and 

improve profit of farmer. The images with different maturities 

of wavelengths using smart-phone are captured. The data is 

used to prepare recognition technique based on, multivariate 

linear, nonlinear and SoftMax regression. The multivariate 

nonlinear model produces 94% of highest accuracy. 

3.4 Segmentation 
V. Singh et al [13] presents an image clustering technique for 

detection of plant diseases using leaf. It includes a survey of 

different techniques of classification which will be used for 

this task. Image segmentation, is done using genetic 

algorithm. P. K. Sethy et al [30] was implemented a model to 

compute the plant disease severity in rice crop. The symptoms 

are used to get the seriousness of the disease and then suggest 

best technique to handle disease of rice plant. In rice plant 

disease are appear as a spot on the leaves. It is needed to 

analyze properly and on-time to avoid losses. The Fuzzy 

Logic with K-Means is used to compute the severity. This 

technique provides accuracy up to 86.35%. C. K. Reddy et al 

[33] aim is to solve different diseases exposed by Different 

trees. So, a dataset was taken namely Wilt dataset that consists 

of diseased trees along with land cover fed to the algorithm to 

identify whether tree is diseased or not. The samples for the 

'diseased trees' and 'other land cover' data comprises of 

numerical values related to the texture, generated by 

segmenting image and also segments contain spectral and 

texture information from the Quick bird multispectral image. 

A. M. Abdu et al [25] introduced a disease symptom 

clustering technique based on pathological pattern recognition 

on leaf images. The uniqueness of the technique is in the use 

of diseases pathological analogy, distinct homogeneous 

patterns for disease detection. The algorithm group images 

into symptomatic, necrotic, and blurred parts. The technique 

quantizes the disease lesion areas according to their analogy. 

This produces pattern of each leaf surface and features are 

extracted. The algorithm is combination of CIElab with deltaE 

(∆E) color relativity and simple color space manipulation 

HSV. The results are acceptable, and can localizing and 

quantifying disease. It also provides opportunities for early 

detection of changes in plant growth, disease stage and 

severity. 

3.5 Reviews 
A. Lowe et al [22] explore the techniques developed for crop 

monitoring using imaging. The applications are outlined in 

both the scenarios in open farm as well as in glasshouse. 

Additionally, techniques are categorized into „healthy and 

diseased with higher accuracy, early detection, and severity. 

The review usage the hyper-spectral imaging and briefed how 

these image are being utilized to predict disease. A summary 

is used for detecting stress including biotic and non-biotic. 

Researchers are exploring and investigating the plants 

resistance genes and trying to improve resistance in plant. 

Meanwhile, some of them developed detection and rating 

techniques for monitoring and predicting diseases. X. Yang et 

al [23] present the application of ML in resistance plant genes 

discovery and classification. Plants are affected by 

heterogeneous diseases through their leaves. Leaves are 

important for the fast-growing of the plant. To detect plant 

diseases fast techniques need to be adopted. S. S. Kumar et al 

[32] have done a survey on different plants disease and 

advance techniques to detect these diseases. 

P. Thakur et al [31] provides a review and comparison of the 

different image processing methods for disease detection 

based on the features (i.e. color, texture, shape, and hybrid). 

These features are helpful in differentiating the type of plant 

disease infected region. The author's consideration is on 

diseases that are caused by pathogens. According to A. Sehgal 

et al [21] plants are concerned with various diseases. Different 

analysis created ID and scoring technique to monitor and 

examine the growth or quality. This review shows the use of 

AI in the plant issues detection. Optical sensors are useful in 

detection of diseased plants. The system consists of the 

different sensor, the platform, and data analysis based the 

decision making. M. T. Kuska et al [16] provides brief review 

on challenges and opportunity of their usage in plant disease 

detection. The Optical sensor techniques are the key 
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component of plant phenol-typing. Authors address hyper-

spectral imaging techniques in determining plant parameters 

for specific sensors. 

DNA-based and serological methods are the tools for 

diagnosing plant disease accurately. F. Martinelli et al [18] 

outlined techniques based on protein analysis and nucleic 

acid. The reviews main findings are: (1) sensors based on the 

analysis of host, provide results immediately and helpful in 

early detection; (2) biosensors based can also detect infection 

instantly; (3) remote sensing with spectroscopy allow high 

results. They also explain how different tools will be used in 

disease management. J. P. Shah et al [19] presents a survey of 

different image processing and ML techniques. They present 

various techniques but also discuss important concepts of 

image processing and ML to plant disease classification. They 

carry out a study of 19 papers, work on rice plant diseases and 

other plants and fruits. These criteria include the size of the 

image no. of diseases, preprocessing, segmentation, types of 

classifiers, the accuracy of classifiers, etc. they utilize survey 

and propose a design of detection and classification of the rice 

plant. 

4. REVIEW SUMMARY 
This section provides a summary of collected literature. Here 

a total of 22 research and review articles are collected for 

review of different approaches. 

 

Figure 2 Algorithms trends 

That is providing the guidelines for designing the proposed 

system. The figure 2 shows the algorithms frequently used for 

detecting the plant diseases for different crops, among them 

we found the CNN and other deep learning techniques are 

much frequently used now in these days. In addition to that, 

the SVM & ANN are also used for predicting the diseases in 

crops using leaf images. In addition to that some of the 

authors who usages the biotic and non-biotic features are also 

used different other classification techniques for classifying 

the obtained or recovered features. Further one more 

significant technique observed namely segmentation 

techniques that are effective helps to early detection and 

recognition of plant growth monitoring, and level of disease. 

5. PROPOSED MODEL 
The proposed work is motivated to help the Indian farmers to 

early recognize the crop disease to reduce the financial loss. 

In this context we need an ML and image processing based 

technique for assisting the farmers. In this context an 

overview of the proposed methodology is given in figure 3. 
The proposed model demonstrates the key components of the 

proposed Farmer Assistance Framework (FAF). In this section 

we are discussing the functional aspects of the FAF system. 

The aim of this data centric model is to offer a low cost 

solution for Indian farmers. This model able to deal with the 

farmer's query related to crop disease based on plant leaf 

image. In addition, recommend the most suitable solution 

according to the disease identified on the crop. The FAF 

model involves two key prospects. First, the classification of 

disease, and second is the recommendation of appropriate 

solution. The system requires three modules in their design: 

5.1 Training 

The training data is an essential component of ML techniques. 

That directly impacts on the performance of the algorithms. 

The good quality and noise-free data provides higher 

performance as compared to noisy datasets. In order to 

prepare the knowledge base to need to collect the infected as 

well as healthy plants, name and disease, expert advice and 

possible solutions. Additionally, we organize all the 

information into an efficient retrieval mechanism. Because the 

system not only works for the classification of disease it also 

offers the solutions to prevent the losses. In this context, the 

image and text data is processed using the different 

techniques. First we normalize the data, and then the image 

and text features are computed. Here we need to explore the 

methods and techniques that can work with both the data 

types. Further we are enhancing the computed features to 

improve the indicators. These optimization techniques 

enhance the quality of features that are used for ML 

algorithms training and testing phases. The enhanced and 

structured data is keep preserved in the storage for utilizing in 

further phases. 

5.2 Learning and prediction of disease: 

That is the second phase of system, in these module, we 

implement supervised as well as unsupervised models to learn 

with the image features like SVM, CNN, and SOM. The 

supervised learning techniques needed learning examples to 

be learned, and then the trained model can be used for disease 

detection. On the other hand, the unsupervised learning 

techniques directly employable on the dataset and according 

to specific criteria the algorithm creates groups of data. But 

the supervised learning techniques are more accurate then 

unsupervised algorithms. Additionally, the unsupervised 

learning techniques are fast as compared to supervised 

learning techniques therefore in this work we will try to 

evaluate both kinds of models. In our FAF model the trained 

ML model is being used to solve the farmer‟s image query. 

The model takes image as input and recognizes the disease in 

a plant. That is the first phase consequence of the proposed 

FAF model. 

5.3 Recommending the solutions for disease 

The outcomes of the previous phase are used in this phase as 

input. The predicted disease based on farmer‟s image query is 

used as query to search relevant solution in knowledgebase. 

This module works as an Information Retrieval (IR) system. 

Thus using the text processing techniques is employed here to 

get most similar or less distance suitable solution for the 

recognized disease. The proposed system not only used for 

identifying the plant disease as well as it recommends the 

solution for the queried image by the farmer. In this paper we 

are just discussing the key concept and aim of the proposed 

FAF model. The complete design and development of the 

required model required keen investigation and a number of 

experimental analyses to formulate the effective, efficient and 
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accurate model. Therefore the next section includes the future directions of the proposed study to be carry out. 

 

Figure 3 Proposed Farmer Assistance Technique Based on ML and Image Processing   

6. CONCLUSION 
The proposed work is motivated to explore the plant disease 

diagnosis techniques based on machine learning and image 

processing. Therefore we involved a study of the recently 

contributed techniques and enhancements. The review is 

categorized based on the ML algorithms used in the system 

design. Based on this study a summary of review has been 

presented. Further a FAF model is proposed for development 

and their essential components are also discussed. But the 

entire system modeling requires a layered plan for 

experimentation and component design. After successful 

implementation of the proposed FAF model provides the 

following fruitful outcomes: 

1. A framework to accurately identify the disease in 

plants by analyzing the plant leafs. The model is 

needed to be design in such a way by which it 

becomes adoptive to incorporate more and new 

kinds of disease samples. 

2. A unique system that also work blurred, low-

resolution and noisy images to identify the disease. 

Farmer‟s can usages less resolution, poor quality 

cameras, or capture image in noisy surrounding  

therefore model needed to be robust against image 

quality. 

3. A recommendation system to rectify the diseases in 

early stages. That becomes more helpful to farmers 

by providing the suitable solution for crop treatment 

to prevent the huge loss caused by the diseases. 

In this context, the following task is proposed as objectives of 

for future work. 

1. Investigate and design a dataset for the seasonal 

crops, disease, and their relevant solutions 

2. Investigate the models that are able to process the 

images and accurately classify the healthy and crop 

infected by specific disease 

3. Design a recommendation framework for 

suggesting the most appropriate solution to recover 

the plants from diseases  

4. Carry out comparative performance study for 

justifying the proposed work. 
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