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ABSTRACT 

Now, everything is automated. There are various kinds of 

animals around us. Some animals live with us, some have 

residence, some have an owner, some are in a specific area. 

Dogs are such kind of animal that they live with us. But many 

of the dogs have no owner or residence. And they cannot have 

a healthy life. They also get wounds in many ways but have 

no remedy. They live with us or around us. If they are 

wounded, the disease can spread by them. So we need to 

detect them immediately and concern the authority. So we 

make such kind of system which can identify a wounded dog. 

We use a dataset of 409 data for this purpose in yolov3. 

Keywords 

Yolov3, Object detection, Machine Learning, Wounds, Dog, 
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1. INTRODUCTION 
Peoples are fond of dogs to keep with them. But all animals 

have no shelters. They are around us. They have also diseases. 

But if they are effects, they need to cure up. Otherwise, they 

may spread the disease. They can injure in many ways. But 

they need to detect fast. 

To get rid of this problem, we need an automated solution. 

And we make a system using machine learning yolov3 to 

solve this problem. It can fast detect the dog is injured or not. 

We used a dataset of 645 images. We annotate all the data. 

We used YOLOv3 deep learning to train the model with the 

help of Google colab. 

Our target is to identify, bite, burns, cavities in the body, skin 

cut by something, bullet infect, and accidental injury. 

2. RELATED WORKS 
We saw the previous result related to this research. A current 

advanced site like Research gate, IEEE, and Google Scholar is 

used for that research literature review. 

We saw much of the literature, all the researchers have tried to 

find the physical disease of dog, also used radar to detect a 

specific animal like a dog. 

[5][6][7][8][9][10][11][12][13][14][15][16] 

For animals, we found no literature like a wounded animal 

detection. All that we found is just animal detection. 

Researchers tried to detect an animal by different 

methodology.   [17] 

But we got no related work like deep machine learning to 

identify wounded dogs. And we want to build this method. 

In our research, we made a solution to detect wounded dogs. 

Different kinds of wounds we identify using our research 

approach. It helps to detect a wounded dog easily. 

 

3. METHODOLOGY 

3.1 Datset Prepare 
We collected 409 images of a dataset for this. YOLOv3 was 

used to train the dataset in Google collaborate and test the 

data for this system.  

We have created a dataset for our research. This dataset 

contains 409 images. Which has trained from google colab.[4] 

We collected data from a different source. Some of them have 

collected from real life. Some of them have been collected 

from google(licensable), and Some of them from facebook. 

The average size of images that we used is 9.58  KB. The 

average horizontal resolution of images that we used is 96 dpi. 

The average vertical resolution of images that we used is 96 

dpi. The average dimensions of images that we used is 206 x 

206 pixel. 

Let’s see some example of Annotated wounded dog data 

given below in figure-1, 

 

 

 

Figure-1: Images for Yolov3 Training 
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3.2 Yolov3 Working Procedure 
YOLO – You Only Look Once, it applies a single forward 

pass neural network to the whole image and predicts the 

bounding boxes and their class probabilities as well. 

The YOLOv3 network divides an input image into S x S grid 

of cells and predicts bounding boxes as well as class 

probabilities for each grid. Each grid cell is responsible for 

predicting B bounding boxes and C class probabilities of 

objects whose centers fall inside the grid cell. Bounding boxes 

are the regions of interest (ROI) of the candidate objects. The 

“B” is associated with the number of using anchors. Each 

bounding box has (5 + C) attributes. The value of “5” is 

related to 5 bounding box attributes, those are center 

coordinates (bx, by) and shape (bh, bw) of the bounding box, 

and one confidence score. The “C” is the number of classes. 

The confidence score reflects how confidence a box contains 

an object.[1] 

YOLOv3 network Architecture is shown in figure-2. 

 

Figure-2: YOLOv3 network Architecture [1] 

Let us consider an example below, where the input image is 

416 x 416, and stride of the network is 32. As pointed earlier, 

the dimensions of the feature map will be 13 x 13. We then 

divide the input image into 13 x 13 cells. Then, the cell (on 

the input image) containing the center of the ground truth box 

of an object is chosen to be the one responsible for predicting 

the object. In the image, it is the cell which marked red, which 

contains the center of the ground truth box (marked 

yellow).[2] 

Gridding of the image is shown in figure-3. And features map 

at different scales is shown in figure-4. 

 

Figure-3: Image Grid [2] 

 

Figure-4: Features map at different scales [2] 

3.3 Hardware and Software 
We have performed our experiment on a advanced platform. 

NVIDIA-SMI 460.56, Driver Version: 460.32.03,CUDA 

Version: 11.2, GPU  Name        Persistence-M Fan  Temp  

Perf  Pwr:Usage/Cap, Bus-Id        Disp.A Memory-Usage, 

Volatile Uncorr. ECC GPU-Util  Compute M. MIG M. 0  

Tesla T4            Off | N/A   36C    P8     9W /  70W, 

00000000:00:04.0 Off 0MiB / 15109MiB, 0 0%      Default 

N/A, Processes:                                                                   

  GPU   GI   CI        PID   Type   Process name                  

GPU Memory  

        ID   ID                                                   Usage   

CPU: Model name: Intel(R) Xeon(R) CPU @ 2.30GHz, 

Address sizes: 46 bits physical, 48 bits virtual, GPU: single 

12GB NVIDIA Tesla K80 GPU, 13 GB RAM, Cloud TPU 

with 180 teraflops of computation, Intel Xeon processor with 

two core @ 2.30 GHz, !3 GB RAM 

We annotate our dataset from labelImg platform. 

3.4 Training 
First, we annotated our data from the labelimg tool. Then we 

trained our dataset from google colab using the yolov3 model. 

Our dataset contains 409 data. Along with that, it has short 

details of the annotated area. And we prepare that dataset for 

training. Which can extend further.[4] 

3.5 Results and Analysis   
We are to show our test data results from the dataset we 

trained. For that result showing we are using 50 images of 

wounded dogs, five good dogs, one zebra, one deer, two 

airplanes, one tortoise, in a total of 60 images. As our dataset 

model trained using the YOLOv3 model, we test all the data 

separately. We settled our confidence label at 0.5 and our 

threshold label at 0.3. 
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Table-1: Validating the test data comparing with YOLOv3 

model. 

True 

Positive 

True 

Negative 

False 

Positive 

False 

Negative 

46 cases 7 cases 4 cases 3 cases 

 
All the cases are shown in chart-1 in tabular form. On the left 

side, 0-50 indicates the case. On the right side below, TP 

means true positive, TN means, true negative, FP means false 

positive, FN means false positive. 

 

Chart 1: Confusion Matrix Representation 

In predictive analytics, a table of confusion (sometimes also 

called a confusion matrix) is a table with two rows and two 

columns that reports the number of false positives, false 

negatives, true positives, and true negatives. This allows more 

detailed analysis than mere proportion of correct 

classifications (accuracy). Accuracy will yield misleading 

results if the data set is unbalanced; that is, when the numbers 

of observations in different classes vary greatly.[3] 

The confusion matrix formula and equations are shown in 

figure-5. 

 

Figure-5: confusion matrix  

According to the above formula, 

TP is 46, TN is 7, FP is 4, FN is 3, and from the formula, 

with these values, we can evaluate every possible rate. 

FPR = 0.36, FNR = 0.0612,  Sensitivity = 

0.86792, Specificity = 0.6363 and Accuracy is = 0.8833. This 

is around 88.33% of total average prediction. 

FPR, FNR, Sensitivity, Specificity is rounded up and 

formatted in decimal. On the left side, 0-100 is the accuracy 

rate. On the right side below, FPR, FNR, Sensitivity, 

Specificity is shown in percentage. This is shown in chart 2. 

 

 
Chart 2: According to table of confusion matrix 

Separately we tested 30 data to find the accuracy. In this case, 

we find out the accuracy rate in every test. The average 

accuracy is 76.825%. 

[19] 

The difference between the two accuracy rates is shown in 

chart 3. Here confusion matrix accuracy is the accuracy we 

find it out by using a confusion matrix. Separate accuracy is 

the accuracy we find it out from separately tested 33 data. On 

the left side, 0-90 is the accuracy rate. On the right side 

below, there plotted confusion matrix and separate accuracy 

in percentage. 

 
Chart 3: Change between two rates 
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https://en.wikipedia.org/wiki/Predictive_analytics
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Here are some examples of test data. 

These images were not taken from the training dataset. 

 

Figure-6: Images prediction, Wounded 62.52% , 

Confidence 0.5, Threshold 0.3  

 

Figure-7: Images prediction, Wounded 79.02%, 

Confidence 0.5, Threshold 0.3 

 

Figure-8: Images prediction, Wounded 80%, Confidence 

0.5, Threshold 0.3  

 

 

Figure-9: Images prediction, Wounded 61.28%, 

Confidence 0.5, Threshold 0.3  

 

Figure-8: Images prediction, Wounded 66.61%, 

Confidence 0.5, Threshold 0.3 

 

Figure-9: Images prediction, Wounded 58.38%, 

Confidence 0.5, Threshold 0.3 

4. CONCLUSION 

As we evaluated a result from our model we can say that this 

is a much better model give better output in detecting 

wounded dog. YOLOv3 model is an efficient tool for this 

system, although it’s not giving expected output all the time 

we want. But it is a better approach. This model can used in a 

real environment with a large number of productive datasets 

for accuracy. 
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5. FUTURE PLANS 
We will try to increase our dataset as we can give a near 100 

percent accuracy. We will try to train our dataset in such a 

way that we can detect it more rapidly. Automation system 

addition to inform proper authority. Detection capability from 

long distances will be tried to add. We will try to add low 

light intensity detection. 

6. LIMITATIONS 
The small size of a dataset may give the average results 

compared to the high-level size of the dataset.  And our 

dataset is small in size. We will try to increase it later. 

Distance is a fact in detection. The short distance can give 

better results according to the system's capability. We tested 

our system from two feet distance. Light intensity sometimes 

affects it. We faced it sometimes. It can be recovered with an 

advanced system. 
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