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ABSTRACT 

Detecting objects in high-resolution images could be a very 

challenging task, particularly, when analysing remote sensing 

imagery captured with an Unmanned Aerial Vehicle (UAV) at 

Artisanal Small-Scale Gold Mining (ASGM) environments. 

Due to the heterogeneous nature of ASGM environments in 

Ghana, object detection algorithms are prone to 

misclassification errors in identifying irrelevant ground 

objects for target objects. In recent times, research into 

Convolutional Neural Networks (CNNs) for object detection 

has gained immense popularity which can be attributed to its 

proven dominance to efficiently learn and extract image 

features. This study proposes a modified You Only Look 

Once (YOLO) algorithm known as ASGM-YOLO which is 

based on the YOLOv4 framework to detect objects of interest 

such as excavators, sluice boards, tailings dump, crushers, 

persons, and trucks from UAV captured images at ASGM 

sites. The goal is to monitor illegal ASGM activities by 

detecting these objects quickly so that further damage to the 

environment can be stopped. The ASGM-YOLO algorithm is 

a single-stage object detector that adopts an end-to-end 

detection approach to predict class probabilities and bounding 

boxes around objects faster with optimal accuracy. The 

detection accuracy of the proposed ASGM-YOLO algorithm 

was compared to other algorithms and the results showed that 

the ASGM-YOLO performed better by achieving a detection 

accuracy of 96.50%.  

General Terms 

Object Detection, Convolutional Neural Networks,Contrast-

Limited Adaptive Histogram Equalization, LabelImg 
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1. INTRODUCTION 
Monitoring the activities of illegal ASGM popularly known as 

“Galamsey” in Ghana is a very difficult task. This is largely 

due to the remote and inaccessible areas in which these illegal 

activities are carried out. The first logical step to overcome 

the problem of inaccessibility and thus be able to control and 

prevent illegal ASGM is identifying the locations of these 

illegal activities [1]. So far, the use of 4WD vehicles and/or 

trekking are the only means of assessing the sites of illegal 

ASGM. Unfortunately, this way of assessing the sites have 

yielded no meaningful results because these illegal activities 

are carried out in remote and inaccessible areas. A promising 

area to explore to address the problem of inaccessibility is to 

employ the use of Unmanned Aerial Vehicles (UAVs) for 

monitoring purposes [2], specifically in the monitoring of 

ASGM. In recent times, UAVs also known as drones have 

become popular due to their widespread application in several 

areas notably, surveillance [3], urban mapping and analysis 

[4], disaster management [5], precision agriculture [6], 

inventory management [7], infrastructural inspection [8]and 

object detection [9]. Remotely controlled, UAVs are 

inexpensive aircraft that are equipped with point-and-shoot 

cameras which allows them to reach inaccessible areas from a 

safe distance to collect aerial images [10]. Even though the 

use of UAVs is replete with several advantages, there are 

some challenges which mainly can be attributed to the manual 

processing of captured aerial images, which usually require a 

lot of man-hours and, in some instances, become excessively 

expensive when processing large data files. In the works of 

[11] and [12], the authors employed human experts to 

manually process and detect objects of interest in aerial 

images. The results showed that their approach worked very 

well on small datasets; however, a lot of time was wasted 

when analysing large datasets. The difficulty in analysing 

large datasets can be alleviated by analysing only the images 

that are likely to contain any object of interest. Regrettably, 

analysing just the images that contain some objects of interest 

is likely to introduce many false-negative predictions into the 

dataset. To minimise the challenges posed by human 

intervention, this paper sought to leverage the successes of 

deep learning techniques to efficiently detect objects of 

interest in UAV-captured images at ASGM sites.  

2. RELATED WORK 
Deep learning is a subset of machine learning that focuses 

primarily on teaching computers to learn deep feature 

representation of objects hierarchically [13] [14]. Learning the 

object features are carried out through representation learning. 

In the work of [15], the authors opined that deep learning 

techniques have significantly enhanced numerous state-of-the-

art tasks in computer vision notably; object detection and 

classification [16] and image processing [17]. In [18] [19], the 

researchers concurred that Convolutional Neural Networks 

(CNNs) have become the leading deep learning architecture 

[20], particularly, for general object detection and 

classification [21] [22]. Several research works have 

employed different techniques to map out the extent of 

environmental degradation caused by illegal ASGM. For 

example,[23] employed UAVs and Google Earth scenes to 

assess the extent of environmental degradation in the 

Apamprama Forest Reserve of Ghana due to illegal mining 

activities. [24] [25] [26] proposed the use of a multi-temporal 

optical remote sensing dataset from LANDSAT to map the 

expansion of illegal mining sites in Wa in the Upper West 

region of Ghana. [27] adopted field surveys, open data kit 

(ODK), ArcGIS, and Google Earth images to map and 

visualise the spatial distribution patterns of ASGM in the 

Western region of Ghana. [28] investigated the use of annual 
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time-series Sentinel-1 data to map and monitor illegal mining 

activities along major rivers in South-Western Ghana between 

2015 and 2019. [29] assessed the potential of Sentinel-2 data 

to identify mining areas to detect, map, and understand the 

dynamics in the land cover change in the Municipalities of El 

Bagre and Zaragoza in Bajo Cauca, Colombia. [30] adopted 

three CNN architectures namely, SharpMask, U-Net, and 

ResUnet to classify Landsat data to monitor change detection 

of deforestation in the Brazilian Amazon between 2018 and 

2019. [31] explored a combination of free cloud computing, 

free open-source software, satellite images, and CNN to 

analyse a real, large-scale problem relating to the automatic 

country-wide identification and classification of landforms 

and mine tailings dams in Brazil. [32] explored the use of 

high-resolution satellite imagery and a single shot multibox 

detector for the detection of tailings dams in the Jing–Jin–Ji 

Region in China. [33] explored the use of deep learning 

algorithms to map changes in the ASGM landscape based on 

the 2017 ban on ASGM in Ghana. 

Even though the work of [31] [32] [33] used CNN techniques, 

their approaches presented weaknesses in detecting small and 

densely occluded objects from aerial images at ASGM sites.  

This study seeks to explore the capability of using deep 

learning for object detection at ASGM sites. The contributions 

made in this paper are summarised as follows: 

(i) The study leveraged the performance and robustness of 

the YOLOv4 (Bochkovskiyet al., 2020) deep learning 

technique based on the CSPDackNet 53 backbone 

architecture to propose an ASGM-YOLO algorithm to 

detect objects of interest from UAV images captured at 

ASGM sites;  

(ii) With the introduction of the Spatial Pyramid Pooling 

(SPP-1) and Spatial Pyramid Pooling (SPP-2) in front 

of the CSPDackNet 53 backbone and the tail of the 

ASGM-YOLO algorithm, more feature-rich image 

information was extracted and great enhancements were 

made in the performance of the proposed ASGM-

YOLO algorithm compared to other-state-of-the-art 

techniques; and  

(iii) With improvements made to the localisation and 

classification loss functions, the ASGM-YOLO 

algorithm achieved excellent performance on making 

bounding box predictions for objects in UAV-captured 

images at ASGM sites.  

The rest of the paper is structured as follows: Section 2 

presents the resources and methods employed to achieve the 

objectives of the study. The section further presents the 

frameworks of the proposed deep learning algorithms. Section 

3 shows the experimental results with the discussion and 

interpretation, and Section 4 concludes the study and presents 

recommendations for future works. 

3. METHODOLOGY 
This section focused explicitly on the research methodology 

employed to achieve the objectives of this paper.   

3.1 Resources Used 
A Garmin hand-held Global Positioning System (GPS) was 

used to collect ground coordinates of all ASGM sites. A DJI 

Phantom 4 UAV equipped with a high-resolution digital 

camera of pixel resolution of 4000 × 2250 and a Field of View 

(FOV) of 70o was used to capture the aerial images at the 

ASGM sites. A Dell G5 15 laptop with Intel Core i7 (3.1 GHz 

base frequency, 6 cores) was used to train the ASGM-YOLO 

algorithm. The system is a CUDA-capable device and runs on 

Windows 10 Professional operating system. It features an 

NVIDIA GeForce RTX 1060 (10GB GDDR5 Dedicated) and 

64GB RAM with a 128-bit interface. Python programming 

language was used and anaconda jupyter notebook was the 

model development environment. Keras deep learning library 

running on TensorFlow v1.12.0 backend was used for 

experimentations.  

3.1.1 Study Area 
Tarkwa-Nsuaem Municipality, located in the Western Region 

of Ghana was chosen as the study area for this research. The 

Municipality is located between latitudes 4° 54' 30" N, and 5° 

22' 20" N and longitudes 2° 10' 50" W and 1° 45' 30" W, 

respectively. Tarkwa-Nsuaem Municipality was selected for 

this study because it represented one of the most active gold 

mining districts in Ghana, thereby presenting a vast 

concentration of ASGM activities. Apart from Large-Scale 

Gold Mining (LSGM), registered and controlled ASGM also 

abounds in the Municipality. Illegal ASGM is ubiquitous in 

areas that are replete with registered LSGM and ASGM 

operations. All these influenced the choice of the study area 

which is shown in Fig. 1.  

3.2 Methods 
The workflow chart for the proposed ASGM-YOLO 

algorithm is shown in Fig. 2. The research was implemented 

in four phases namely; data acquisition, dataset construction, 

model training, and object detection. The dataset construction 

phase included the use of UAV for data acquisition, pre-

processing techniques applied, data annotation and data 

augmentation. The model training phase included setting 

model hyperparameters, model initialization, and setting 

anchor box parameters. ASGM object detection was the final 

phase. It included loading the testing dataset, loading the 

model, and predicting the presence of objects in the testing 

images.  
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Fig. 1  Study Area 

 

Fig. 2 Workflow Chart of the ASGM-YOLO Algorithm

3.2.1 Data Acquisition 
A DJI Phantom 4 UAV as shown in Fig. 3 and equipped with 

a high-resolution digital camera of resolution 4000 × 2250 

pixels and a Field of View (FOV) of 94o was used to collect 

aerial photos of the various ASGM sites. Different ASGM 

sites were visited between 12th and 18th October 2020 between 

the hours of 11:00 am to 2:00 pm each day when the weather 

was fine. Six separate flight plans were performed at three 

different altitudes (i.e., 100 m, 150 m, and 200 m). Table 1 
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shows the various flight plans carried out to capture the aerial 

images and Fig. 4 shows some of the sample images captured 

with the UAV. 

 
Fig. 3 DJI Phantom 4 UAV used for Data Collection 

Table 1 Flight Details for Multiple Flight Altitudes 

SN Parameters 100 m 150 m 200 m 

1 Speed (m/s) 2 2 2 

2 Shooting Angle 67o 67o 67o 

3 Front Lap 75% 75% 75% 

4 Side Lap 75% 75% 75% 

5 Resolution (cm/px) 2.03 2.03 2.03 

6 No. of Flights 6 6 6 

7 Start Time of 

Flight 

11:05 

am 

13:00 

pm 

10:30 

am 

  8 Total Flight 

Duration 

2hrs 10 

mins 

2hrs 05 

mins 

1hr 45 

mins 

9 Number of Images 

Collected 

1 713 1 604 1 543 

 

 
(A) Sample Aerial Images of Persons, Excavators 

and Sluice Board  

(B)  

((B) Sample Aerial Image of Tailings Dump and Physical 

Structures 

Fig. 4 Sample Aerial Images Captured with the UAV  

3.2.2 Image Pre-processing 
Image preprocessing was undertaken as the first step in the 

object detection process. It enhanced the contrast of images. 

In this paper, Contrast-Limited Adaptive Histogram 

Equalization (CLAHE) [34] was employed as the image pre-

processing technique and was used to improve the contrast of 

the images. This was carried out by computing several 

histograms that make up the various sections of the image and 

reallocating the luminance values across the entire image. The 

original histogram was clipped and reallocated at each gray-

scale level on each image. At this stage, the assigned 

histogram was different from the original histogram, because 

each image pixel intensity was limited to a defined maximum 

value. However, the optimised image, as well as the original 

image, had the same minimum and maximum gray 

values.CLAHE was adopted because it presents two main 

sub-sections namely: Block Size (BS) and Clip Limit (CL). In 

this case, the BS and CL were used to control the quality of 

the images produced during the optimization process. When 

the illumination rate of an image is too high, it meant that the 

CL values had increased because input images generally have 

low-intensity values and a larger CL flattened the histogram 

values. During the pre-processing phase, each image frame 

was resized to a defined pixel size of 416 x 416 before being 

fed into the network.  

3.2.3 Data Annotation 
The aerial images were annotated using the LabelImg 

software [35]. LabelImg is a graphical image annotation tool 

written in Python and easy to use because of its Graphical 

User Interface (GUI). The annotations are saved as XML files 

in the Pascal VOC and ImageNet formats. Each image frame 

was manually labelled by drawing rectangular bounding 

boxes perfectly around the desired objects of interest in the 

images and their respective object classes were also selected, 

as shown in Fig. 5. 
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Fig. 5 Sample Annotated Aerial Images of ASGM Sites 

3.2.4 Data Augmentation 
The ultimate goal of data augmentation is to increase the 

number of images in the dataset as well as to introduce more 

variability into the dataset thus helping the model to 

generalise very well. Finally, issues about dataset class 

imbalance and problems associated with model overfitting 

were handled with the introduction of several data 

augmentation techniques. To achieve this, a multiple-way data 

augmentation (MDA) technique proposed by [36] was 

adopted and optimised. [36] in their approach proposed a 14 

MDA which employed seven different data augmentation 

techniques on two horizontal plains namely; noise injection, 

horizontal shear, vertical shear, rotation, Gamma correction, 

scaling, and translation on raw data images. To optimise the 

technique proposed in [36], this paper proposed a 16 MDA. 

Compared to the 14 MDA, CutOut and CutMix augmentation 

techniques were added to the proposed 14 MDA to make up a 

16 MDA technique. It was noticed that the introduction of 

these two techniques helped to increase the performance of 

the model. The proposed data augmentation technique is 

expressed as:  

 

𝑛 𝑖 → 𝐶 𝑖 = 𝐷  𝑥 = 1𝐷 …8
𝑓𝑥𝐷𝐴  𝑛 𝑖  

𝑤
𝑥

= 1𝐷 … 8
𝑓𝑥
𝐷𝐴 𝑀 𝑛 𝑖   

𝑤
 (1) 

 

where W = 40. Hence, 𝐷(𝑖) = 16𝑊 + 1215 = 19440 images 

was generated from the original image n(i). 

 

The various phases of the augmentation process are described 

as follows. 

 

Phase 1 - Eight photometric data augmentation techniques 

were applied on each raw image data n(i).𝑓𝑥
𝐷𝐴 , 𝑥 = 1,… ,8 was  

 

 

 

 

used to represent each data augmentation process. It is 

important to note that for each  

 

𝑓𝑥
𝐷𝐴  the data augmentation process produced several W new 

images. Therefore, for each data image n(i), an enhanced 

dataset 𝑥 = 1𝑁 … . 8𝑓𝑥
𝐷𝐴 [𝑛 𝑖 ] was produced, where N 

represented a concatenation function. 

 

Phase 2 – Avertical reflected data image was produced 

𝑀 𝑛(𝑖) , where M denotes the vertical mirror function. 

 

Phase 3 – A combination of the raw image data n(i), the 

mirrored data image 𝑀 𝑛(𝑖) , results from the 8-way data 

augmentation process 𝑥 = 1𝑁 … . 8𝑓𝑥
𝐷𝐴 [𝑛 𝑖 ], and the results 

from the mirrored 8-way data augmentation process 𝑥 =

1𝑁 … . 8𝑓𝑥
𝐷𝐴  𝑛 𝑖  are concatenated. Representing these results 

mathematically proved that, one training image n(i) produced 

a dataset D(i) which contained 16W + 1 new data image. A 

total of 19 440 images was obtained after going through the 

augmentation process. Algorithm 1 shows the improved data 

augmentation technique. A total of 19 440 images were 

obtained after the augmentation process. The dataset was 

divided into 15 552 (80%) for the training set and 3 888 

(20%) for the testing set. technique.  

 Algorithm 1      16-Way MDA Algorithm 

Input:        Raw image data n(i) 

Process:       

Phase 1 - Eight different photometric data 

augmentation techniques were    applied to the 

raw data image n(i) 

Phase 2 - A vertical mirror image data of the 

data augmentation techniques was generated. 

Phase 3 - The raw image n(i), the mirrored 

image, the 8-way data augmentation 

techniques result of the raw image, and the 8-

way data augmentation results of the vertical 

mirrored data images were combined to form 

a new dataset D(i). 

Output:    The new dataset of the original data image D(i) 

with the augmented data images was created. 
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3.2.5 Dataset Construction 
After augmenting the data, the constructed dataset contained 

static aerial images captured at the different ASGM sites at 

different orientations with the DJI Phantom 4 UAV. The 

ground truth data helped in retrieving the point coordinates of 

the objects of interest captured in the images. The dataset 

contained a total of 19 440 static images.  

3.2.6 Dataset Class Distribution 
For the ASGM-YOLO algorithm to efficiently learn high 

feature representations of the objects of interest, the images in 

the dataset were categorized into six main classes; person, 

truck, excavator, tailings dump, sluice board, and crusher. The 

class distribution graph of the dataset is shown in Fig. 6. 

 
 

Fig. 6 Dataset Class Distribution 

3.3 Object Detection  
Object detection is a computer vision technique that involves 

identifying the presence of an object, the class the object 

belongs to, and the location-specific coordinates of the objects 

in a given image file. Object detection has shown to be a very 

difficult task that encompasses the development of techniques 

for object recognition (i.e. where is the object), object 

localisation (i.e. To what extent is the objects), and object 

classification (e.g. what are they). In the last decade, deep 

learning techniques continue to achieve excellent results for 

object detection on standard benchmark datasets. In recent 

times, “You Only Look Once (YOLO)” [37] family of 

Convolutional Neural Networks has proved dominant with its 

near state-of-the-art results with a single end-to-end approach 

that can perform object detection in real-time. The YOLO 

algorithm has evolved over the years from YOLOv1 [37] 

predicted bounding box coordinates and the presence of 

objects, and class scores where necessary. YOLOv2 [38] 

employed the k-means clustering technique to cluster the 

bounding boxes in the training set before predictions are 

made. YOLOv3 [39] introduced a residual skip connection to 

manage the vanishing gradient problems in deep neural 

networks. YOLOv4 [40] combined Weighted Residual 

Connections (WRC), Cross-Stage Partial Connections (CSP), 

and cross small-batch connections (Cross mini-Batch 

Normalization (CmBN)), self-adversarial training (SAT), and 

Mish activation function which makes use of the head part of 

the YOLOv3 algorithm. YOLOv4 changes the backbone 

network to CSPDarknet53, and employs Spatial Pyramid 

Pooling (SPP) [41] to enlarge the receptive field, with PANet 

[42] as part of the neck structure. YOLOv4 algorithm was 

adopted and optimised in this paper because, at the time of 

writing, the authors of YOLOv4 had published a journal paper 

establishing the results of their findings.    

3.3.1 ASGM-YOLO Algorithm 
Building a robust and efficient ASGM-YOLO algorithm 

which is based on the original YOLOv4 algorithm required a 

thorough investigation into the right YOLO family of CNNs 

to make a choice. As shown in Fig. 7, the proposed ASGM-

YOLO algorithm is a 106 fully connected CNN that is divided 

into five sub-sections: input layer, CSPDarknet-53 backbone, 

Spatial Pyramid Pooling (SPP-1) and (SPP-2) layers, Path 

Aggregation Network (PANet) which forms part of the Neck, 

and the head network which doubles as the output. The 

ASGM-YOLO algorithm received as input; images resized to 

a defined pixel size of 416 × 416 × 4. The resizing was 

important as it helped to maintain the aspect ratio of the 

original input images.To accurately predict and detect target 

objects of different sizes, four different scales of Bounding 

Boxes (BBs) would be predicted, expressed as Y1, Y2, Y3, and 

Y4 (Fig. 7). The four BBs would be predicted at each scale, 

which means a tensor of M × M × [4(4+1+1)] for the 4 BB 

coordinates, the first 1 represents the confidence score, whilst 

the second 1 represent the probable class prediction. M 

denotes the feature map of sizes Y1, Y2, Y3, and Y4; which are 

represented by 19, 38, 76, and 95 respectively.  

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7218847/figure/sensors-20-02238-f001/
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Fig. 7 Network Architecture of the ASGM-YOLO Algorithm 

The input images were passed through the SPP-1 layer 

attached to the front of the CSPDarknet-53 backbone network. 

The introduction of the SPP-1 layer before the CSPDarknet-

53 backbone helped to solve the problem of varying input 

image sizes through its multi-scale pooling approach. The 

SPP-1 also helped to pool important features and generated 

outputs with fixed‐ length, which were then fed into the 

CSPDarknet-53 [43]. By using the SPP layer, more feature-

rich image information is obtained, and also great 

improvements in the network’s time efficiency are observed. 

Hence, this technique shows remarkable detection accuracy. 

The CSPDarknet-53 acted as the backbone of the ASGM-

YOLO algorithm and was responsible for extracting deep 

feature representations of the objects of interest from the input 

images through the five Resblock layers (C1-C5) which 

formed part of the backbone. The ASGM-YOLO algorithm 

contained 53 convolution layers of sizes 1×1 and 3×3, with 

each convolution layer connected to a batch normalization 

(BN) layer and a Mish activation layer. In the Resblock (Fig. 

8), x represented the input to the network, R(x) represented the 

expected output, while the Residual Network represented the 

variance R(x) − x between the input and the output. The 

Residual units of the Resblock are expressed as: 

𝑦𝑘 = 𝑓(𝑥𝑘 + 𝐹(𝑥𝑘 ,𝑤𝑘))  

𝑓 = max 0, 𝑥                                (2) 

 

where xk and yk denote the input and output of the kth residual 

unit, f represented the activation function 𝑀𝑖𝑠 activation. 

The Mish activation function was employed in the network 

structure of the ASGM-YOLO algorithm as it introduced non- 

 

 

 

 

linearity into the network. The Mish activation function was 

expressed as: 

 

𝑀𝑖𝑠 = 𝑥 × tan  (1𝑛  1 + 𝑒𝑥 ) (3) 

For the proposed ASGM-YOLO algorithm to extract highly 

descriptive feature information of small target objects from 

the UAV images as well as improve the detection rate of the 

small target objects, a 152 × 152 feature map which was 

obtained by the second residual module was used to detect the 

target objects because it contained smaller target location 

information. Upsampling was performed twice on the 8 times 

downsampling feature map output by the proposed ASGM-

YOLO algorithm to obtain the 152 × 152 feature map, and the 

2 times upsampling feature map is connected to the feature 

map obtained from the second residual module in the 

CSPDarknet53 network structure. A feature fusion target 

detection layer with an output of 4 times downsampling is 

established to detect small targets. In addition, the 2 residual 

units of the second residual module in the CSPDarknet53 

network structure are increased to 4 residual units, and the 4 

residual units of the fifth residual module in the original 

CSPDarknet53 network structure are reduced to 2. The Neck 

network is mainly composed of the SPPNet and improved 

PANet. In this paper, the SPPNet module was used to enlarge 

the acceptance range of backbone features effectively, and this 

significantly separated the most important contextual features. 

The Prediction module made use of the features extracted 

from the model to make predictions. In this paper, the 

prediction network is divided into four effective feature 

layers: 13 × 13 × 24, 26 × 26 × 24, 52 × 52 × 24 and 104 × 

104 × 24, which correspond to big object, medium object, 

small object and very small dense objects respectively. Here, 

24 can be understood as the product of 3 and 8, and 8 can be 

divided into the sum of 4, 1 and 3, where 4 represents the four 

position parameters of the prediction box, 1 is used to judge 
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whether the prior box contains objects, and 3 represents that 

there are three categories of mask detection tasks. The PANet 

employed both top-down and bottom-up approaches to extract 

the features of interest. Another key contribution was the 

introduction of the SPP-2 layer into the tail of the modified 

YOLOv4 to separate the features of interest and facilitate the 

neck network fusing the global feature information. The SPP-

2 further merged the output features of the pooling layers and 

sends them to the next convolutional module to perform 

additional feature learning to obtain the local features of 

interest. By introducing the SPP-2-layer, deep feature 

representations were obtained from the images as well as 

great enhancements in the performance of the network. Four 

YOLO heads of sizes 19×19, 38×38, 76×76, and 152×152 are 

then employed to interact with feature maps at different scales 

to detect objects of different sizes. YOLOv4 adopts three 

detection layer heads of the original YOLOv3 model. The 

fourth detection layer was added to enable the ASGM-YOLO 

algorithm to extract more geometric features that are 

concatenated with deeper-level features. The addition of the 

fourth detection layer head also helped to obtain more 

comprehensive features that enhanced the performance of the 

proposed model to detect small objects compared with the 

original YOLOv4 model. To further improve the performance 

of the ASGM-YOLO algorithm, 12 new anchor box sizes 

were generated and evenly distributed to the four detection 

layer heads based on their size. The ASGM-YOLO showed 

improved signs of efficient detection in the experimental 

results. 

3.3.2 ASGM-YOLO Loss Function 
The loss function of the original YOLOv4 algorithm 

presented the same errors for detecting large and small or 

densely occluded objects, which hindered the detection 

accuracy for predicting the presence of neighbouring objects. 

To this end, when two objects appeared in the same grid cell, 

the more imposing target object was detected thus presenting 

a challenge to detect very small objects. Compared to the 

original YOLOv4 loss function, the loss function for the 

ASGM-YOLO was optimised to use a single loss function for 

both bounding box prediction and object classification. The 

loss function for the ASGM-YOLO algorithm was expressed 

in five main parts: the first and second parts focused 

specifically on the loss of bounding box coordinates, the third 

and fourth focused on the difference in the confidence of the 

presence or absence of an object in a particular grid cell and 

the fifth part responsible for the difference in class 

probability. Mathematically, the loss function of the ASGM-

YOLO algorithm was computed as the sum of object 

classification loss, confidence loss, and bounding box 

regression loss is expressed as: 

𝐿𝑡𝑒𝑥𝑡 =  𝐿𝑏𝑜𝑥 + 𝐿𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 + 𝐿𝑐𝑙𝑎𝑠𝑠  (4)  

The confidence and classification losses are expressed as: 

𝐿𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒

=  −  𝐼𝑖𝑗
𝑂𝑏𝑗  𝑐 𝑖 log(𝐶𝑖) + (1 + 𝑐 𝑖) log 1 − 𝐶𝑖 ) 

𝐵

𝐽−0

𝑆×𝑆

𝑖=0

=  𝜆𝑛𝑜𝑜𝑏𝑗  𝐼𝑖𝑗
𝑂𝑏𝑗  𝑐 𝑖 log(𝐶𝑖) + (1

𝐵

𝑗−1

𝑆×𝑆

𝑖=0

+ 𝑐 𝑖) log 1 − 𝐶𝑖 )  

 

 

(5) 

 

𝐿𝑐𝑙𝑎𝑠𝑠 =  − 𝐼𝑖
𝑜𝑏𝑗

 [𝑝𝑖(𝑐) log 𝑝𝑖 𝑐  + (1
𝑐∈𝑐𝑙𝑎𝑠𝑠

𝑆×𝑆

𝑖=0

+ 𝑝𝑖(𝑐)) log(1 − 𝑝𝑖(𝑐))] 

 

(6) 

Expressions (5) and (6) are described in Table 3. 

Table 3 Mathematical Representation of the Classification 

and Confidence Loss Functions 

Notation Description 

S × S Total number of grid cells for each feature 

map 

B Number of possible predictors contained 

in each grid cell 

 

Denote the presence of a target object 

contained in the 𝑗𝑡  bounding box of 

each 𝑖𝑡  grid cell 

 

Denote the presence or absence of a target 

object in the 𝑗𝑡  bounding box of each 

𝑖𝑡  grid cell 

 
Refer to balancing constraints that predict 

the presence or absence of a target object.  

 and 𝐶𝑖  

Represent the true and predicted 

confidence of the presence of a target 

object. 

 

Represent whether the target object is 

present in the cell 𝑖 

 

Denote the true probability of the target 

object in a grid cell 

𝑝𝑖(𝐶) 
Denote the correctly predicted value of 

the presence of a target object 

 
To compute the bounding box regression loss, a Complete 

Intersection over Union (CIoU) loss and Mean Square Error 

(MSE) is presented. To achieve this, the inclined boundary 

box regression based on MSE loss was implemented. The 

MSE loss is expressed as: 

𝐿𝑏𝑜𝑥 =  𝜆𝑐𝑜𝑜𝑟𝑑   𝐼𝑖𝑗
𝑜𝑏𝑗

 2 −𝑤 ×  𝑖   𝑥𝑖 − 𝑥 𝑖 
2

𝐵

𝑗−0

𝑆×𝑆

𝑖=0

+  𝑦𝑖 − 𝑦 𝑖 
2 

+ 𝜆𝑐𝑜𝑜𝑟𝑑   𝐼𝑖𝑗
𝑜𝑏𝑗

 2
𝐵

𝑗−0

𝑆×𝑆

𝑖=0

−𝑤 𝑖 ×  𝑖   𝑤𝑖 − 𝑤 𝑖 
2

+  𝑖 −  𝑖 
2
  

 

 

(7) 

where 

 

λcoord refers to a balancing parameter with its parameter 

value set to 1. 
noobj

ijI shows whether the absence of a target 

object is in the jth bounding box of the ith grid cell.  

 𝑥𝑖 ,𝑦𝑖 ,𝑤𝑖 , 𝑖  𝑎𝑛𝑑 (𝑥 𝑖,𝑦 𝑖,𝑤 𝑖,  𝑖) denote the height, and 

width center coordinates of the predicted bounding box and 

that of the ground truth. 

 

The CIoU loss was expressed as follows:  
 

obj

ijI

noobj

ijI

noonbj

ˆ
iC

obj

iI

ˆ ( )ip c
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𝐿𝑏𝑜𝑥 = 1 − 𝐼𝑜𝑈 +
𝑃2 𝑏 ∙ 𝑏𝑔𝑡  

𝐶2
+∝ 𝑣 

 

(8)  

∝ =
𝑣

 1 − 𝐼𝑜𝑈 + 𝑣
 

 

(9) 

∅ =  
4

𝜋2
×  arctan

𝑤𝑔𝑡

𝑔𝑡
− arctan

𝑤


 

2

 

 

(10)  

where 

 

IoU denotes the intersection over Union between the predicted 

bounding box and the ground truth bounding box. 
2 ( , )gtP b b was the Euclidean distance, and c is the diagonal 

length of the smallest enclosing box covering the bounding 

boxes, (w, h) and ,gt gtw h  denote the height and width of 

the predicted bounding box and the ground truth respectively.  

 

3.4 Model Evaluation Criteria 
To assess the superiority of the proposed ASGM-YOLO, 

experimental analysis was carried out between the ASGM-

YOLO, R-CNN, Fast R-CNN, Faster R-CNN and YOLOV4 

respectively. This paper introduced Accuracy (A), Precision 

(P), Recall rate (R), F1 Score (F1), IoU, Average Precision 

(AP) and Frames per Second (FPS) were quantitively used to 

evaluate the performance of the algorithms. A detailed 

description of the performance metrics can be found in the 

literature [44]. 

The expressions of A, P, F1 Score and R are as follows: 

Accuracy is the most intuitive multiclass performance 

measure used for validating the performance of image 

classifiers [45]. It is defined as the ratio of correctly predicted 

observations to the total observations. Accuracy was 

expressed as: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑜𝑡𝑎𝑙 𝑆𝑎𝑚𝑝𝑙𝑒
 

 

(11) 

where 

 TP = True Positive, TN = True Negative, FP = False Positive 

and FN = False Negative. 

Precision measures the accuracy of a classifier to correctly 

predict positive observations against the total predicted 

positive observations. It defines the percentage of True 

Positive (TP) predictions among all other detections made by 

the system. Precision is computed as: 

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏

=
𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆

𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆 + 𝑭𝒂𝒍𝒔𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆
 

(Error! No 

text of 

specified 

style in 

document.12) 
F1 score is interpreted as the weighted average of precision 

and recall. F1 Score is expressed as:  

 

𝑭𝟏 𝑺𝒄𝒐𝒓𝒆 = 𝟐 ×
𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 × 𝑹𝒆𝒄𝒂𝒍𝒍

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 + 𝑹𝒆𝒄𝒂𝒍𝒍
 

(13) 

Recall measures the ratio of correctly predicted positive 

observations to all observations in the actual class (Alsalemet 

al., 2018). The recall is expressed as a fraction of positive 

instances that are correctly classified as computed as: 
 

𝑹𝒆𝒄𝒂𝒍𝒍 =
𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆

𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆 + 𝑭𝒂𝒍𝒔𝒆 𝑵𝒆𝒈𝒂𝒕𝒊𝒗𝒆
 

(14) 

In the context of object detection, IoU metric captures the 

similarity between the predicted region and the ground truth 

region for an object present in the image and is calculated as 

the size of the intersection of predicted and ground-truth 

regions divided by their union. IOU is expressed as: 

 

𝑰𝒐𝑼 =
𝑩𝒈𝒓𝒐𝒖𝒏𝒅𝒕𝒓𝒖𝒕𝒉 ∩ 𝑩𝒑𝒓𝒆𝒅𝒊𝒄𝒕𝒆𝒅

𝑩𝒈𝒓𝒐𝒖𝒏𝒅𝒕𝒓𝒖𝒕𝒉 ∪ 𝑩𝒑𝒓𝒆𝒅𝒊𝒄𝒕𝒆𝒅
 

Error! No 

text of 

specified style 

in 

document.(15) 
FPS represents the total number of images that can be 

successfully detected in a second. 

AP is computed as the average accuracy rate, which is the 

integral of the P index to the R index. mAP is the average 

accuracy of the mean, which means that the AP value of each 

category is added, and then divided by all categories. AP and 

mAP are expressed as follows:  

 

𝑨𝑷 =  𝑷 𝑹 𝒅𝑹
𝟏

𝟎

 

 

(16)  

𝒎𝑨𝑷 =
𝟏

𝑸𝑹
 𝑨𝑷(𝒒)

𝒒=𝑸𝑹

 
 

(17) 

where RQ  is the total number of categories. 

4. RESULTS AND DISCUSSION 

4.1 Training the ASGM-YOLO Algorithm 
The ultimate aim of training the ASGM-YOLO algorithm is 

to minimize the loss function to reduce the training loss. To 

achieve that, multi-scale training was enabled by rescaling the 

input image to a defined pixel size of 416 × 416. Following 

the default configurations made in the CSPDarknet-53 

framework, the ASGM-YOLO algorithm was trained and 

optimised using the Adaptive Moment Estimation (Adam) 

optimizer [46] with a momentum of 0.9, at a learning rate of 

0.001. The highest number of training epochs equaled 31,000 

on the six-class dataset made up of 19 440 static aerial 

images. To reduce the memory consumption rate on the 

computer system, the batch size and subdivision were 

respectively set to 64 and 32. Weight decay of 0.0005 was 

used to test the model. Also, to enable the ASGM-YOLO 

algorithm to efficiently learn the disparities in the appearance 

of the objects of interest in the UAV captured images, 

backpropagation was carried out over the grid cells with high 

confidence scores. The grid cells that corresponded to the 

ground-truth bounding boxes were deemed to have high true 

positive predictions and those that did not correspond to the 

ground-truth bounding boxes were deemed to have false-

positive predictions. During the final phase of training the 

ASGM-YOLO algorithm, Non-Maximum Suppression 

(NMS) operation was performed using a threshold of 0.5, with 

the predicted bounding boxes overlaid on the image to form 

the final output. This approach was adopted to stabilise the 

training of the ASGM-YOLO algorithm. Finally, to assess the 

effectiveness of the proposed ASGM-YOLO algorithm, the 

evaluation carried out was based on the loss function 

convergence curve. During the training phase, the loss 

function was intuitively fine-tuned to reflect the convergence 



International Journal of Computer Applications (0975 – 8887) 

Volume 183 – No. 50, February 2022 

45 

stability of the ASGM-YOLO algorithm as the number of 

iterations increased. The loss function curve is shown in Fig. 

8. 

Fig. 8 Loss Function Convergence Curve of the ASGM-YOLO Algorithm 

It can be deduced from Fig. 8 that, as the number of training 

iterations increased, the ASGM-YOLO algorithm loss 

function curve converged, with the loss value steadily 

decreasing. The value of the loss function dropped to a 

significantly low value at the 6000 iterations, however, it 

achieved a relatively stable convergence level when the 

number of iterations reached 21,000 with an average loss of 

0.5493. This proved the robustness of the ASGM-YOLO 

algorithm. Table 4 shows the performance results of the 

ASGM-YOLO algorithm as against  

Regional Convolutional Neural Network (R-CNN), Fast R-

CNN, Faster R-CNN, and YOLOv4. 

4.2 Comparison of Different Models 
To assess the superiority of the ASGM-YOLO algorithm, four 

other object detector pipelines: R-CNN, Fast R-CNN, Faster 

R-CNN, and YOLOv4 were used in the experiment to 

establish the results of the proposed ASGM-YOLO algorithm. 

The algorithms were all trained and tested on the ASGM 

dataset which had a defined input image resolution of 416 × 

416 pixels set at a batch size of 1. This was important as it 

maintained consistency with the training image resolution. 

The experimental results as shown in Table 4 proved that the 

ASGM-YOLO algorithm was able to efficiently detect the 

objects of interest: excavators, persons, crushers, tailings 

dump, trucks, and sluice boards in the test dataset thus 

achieving excellent detection results. From the results, it was 

noticed that the performance of all algorithms was very high, 

which was mainly attributed to the use of the small dataset. 

Meanwhile, it was no doubt that the data augmentation 

techniques applied to the dataset contributed immensely to the 

excellent performance of the algorithms, most especially, the 

proposed ASGM-YOLO. It can further be deduced from 

Table 4 that the ASGM-YOLO algorithm achieved the best 

detection accuracy of 96.50% which was closely followed by 

YOLOv4, Faster R-CNN, Fast R-CNN, and R-CNN which 

produced 94.88%, 89.34%, 87.68%, and 83.26% detection 

accuracies respectively. The understanding here is that the 

ASGM-YOLO algorithm had the least false detection rate of 

3.50% while R-CNN, Fast R-CNN, Faster R-CNN, and 

YOLOv4 had 5.12%, 10.66%, 12.32%, and 16.74% 

respectively. The average Intersection of Union (IoU) results 

of 55.94%, 59.28% and 58.43% achieved by R-CNN, Fast R-

CNN and Faster R-CNN respectively showed that these 

algorithms had poor recognition effects on distant objects on 

interest, thereby strengthening the detection performance of 

the proposed ASGM-YOLO algorithm as it had a good 

generalization ability.The detection time of the proposed 

ASGM-YOLO algorithm YOLO-Tomato-C is 26.4 ms per 

image on average, which is about 4.4 ms less than the 

detection time for YOLOv4 with Faster R-CNN, Fast R-CNN 

and R-CNN using detection times of 44.2 ms, 48.6 ms and 

52.4 ms respectively. This gives an indication that the 

proposed ASGM-YOLO algorithm can perform real-time 

object detection in complex environments such as an ASGM 

site. Finally, the dominance of the ASGM-YOLO algorithm 

can be attributed to the following: (i) feature enhancement 

attribute provided by the CSPDarknet53 backbone; (ii) the 

introduction of the SPP-1 layer into the front of the backbone 
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helped to use a definite input image size which enhanced the 

learning ability of the proposed ASGM-YOLO algorithm; (iii) 

the introduction of the SPP-2 layer into the tail of the ASGM-

YOLO algorithm facilitated the separation of features of 

interest and merged the output features of the pooling layers 

and sent them to the next convolutional module to perform 

additional feature learning to obtain the local features of 

interest and (iv) the introduction of the PANet layer which 

improved the detection capability of the proposed algorithm to 

detect the objects of interest.  

 

Table 4. Performance Evaluation of the Proposed ASGM-YOLO Algorithm 

Deep 

Learning 

Techniques 

Performance Indicators 

 Accuracy 

(%) 

Precision 

(%) 

F1-Score 

(%) 

mAP 

(%) 

Avg. IoU 

(%) 

Recall 

(%) 

FPS Time 

(ms) 

R-CNN 83.26 79.67 79.67 74 55.94 82.9 63 52.4 

Fast R-CNN 87.67 61.54 65.38 78 59.28 65.3 78 48.6 

Faster R-CNN 89.34 73.89 71.87 71.40 58.43 84.7 87 44.2 

YOLOv4 94.88 69.25 76.49 94.45 68.85 91.2 95 32.8 

ASGM-

YOLO  

96.50 82.47 79.82 86.59 75.38 76.33 135 26.4 

 

From Table 4, the values for precision are interpreted as the 

exact measure of classification after the objects are predicted. 

The recall measured the ASGM-YOLO capability to detect 

positive instances by measuring the fraction of positive image 

instances that were correctly classified. The F1 Score 

represented the overall model performance which was 

categorised in the range of zero and one, with high values 

indicating high classification performance and vice versa. In 

the end, amAP of 86.59% was obtained by finding the average 

of the reported average precision results for the images. The 

detection time of the ASGM-YOLO was 26.4 ms per image 

on average. This indicates that the proposed ASGM-YOLO 

can perform better in near real-time object detection in ASGM 

environments.  

4.3 ASGM-YOLO Visualization 
The visualization results of the ASGM-YOLO are shown in 

Fig. 9. The results show the detected objects and features of 

interest with their percentage scores. Six images were 

randomly selected from the ASGM dataset. The findings 

revealed the following: the predicted green BBs denote 

tailings dump class; the red BBs represent all detected 

excavator class, the yellow BBs represent person class, the 

light green BBs represent sluice board class, the pink BBs 

represent the crusher class and the blue BBs represent the 

truck class. From the six selected images, it can be seen the 

ASGM-YOLO algorithm successfully detected all the objects 

of interest. The difference in object detection is the confidence 

scores achieved in detecting some different objects. Table 5 

displays the results of the confidence scores of the respective 

classes in the dataset. 

Table 5. Results of Confidence Scores of the Six Classes 

SN Class Categorization Confidence Score 

A Tailings Dump 0.90, 0.80, 0.62, 0.35, 

0.33, 0.37, 0.34, 0.92, 

0.59, 0.45, 0.59, 0.50, 

0.49, 0.70, 0.34, 0.30, 

0.36, 0.76, 0.33, 0.97, 

0.64, 0.76, 0.36 and 0.67 

B Excavator 0.40, 0.78, 0.88, 0.45, 

0.85, 0.33, 0.83, 0.88, 

0.39, 0.60, 0.94, 0.87, 

0.76, 0.59, 0.39, 0.46, 

0.97, 0.88, 0.97, 0.34, 

0.82, 0.55 and 0.61 

C Person 0.43, 0.43, 0.49, 0.26, 

0.47, 0.53, 0.34, 0.99, 

0.93, 0.30, 0.28, 0.80, 

0.80, 0.34, 0.69, 0.89, 0.42 

and 0.59 

D Crusher 0.94 and 0.63  

F Truck 0.63 

G Sluice Board 0.85, 0.91 and 0.76 

 

From these values, it can be deduced that the proposed 

ASGM-YOLO performed better on detecting tailings dumps 

and excavators compared to the truck, sluice board and 

crusher classes. The reason for the poor performance of the 

model on the truck, sluice board and crusher classes are due to 

the small amount and low diversity of those classes in the 

ASGM-21 data-set. Also, taking into consideration the 

heterogeneous nature of the ASGM environments coupled 

with the irregular nature of some of the objects of interest 

particularly, tailings dump and excavators, it was clear that 

the ASGM-YOLO algorithm was able to accurately detect all 

the objects of interest in the test images. Even though in some 

cases, the percentage detections in the proposed algorithm 

were a bit low, the missed object detection in itself was also 

very low. This further shows the importance of the feature 

enhancement provided by SPP-1 and SPP-2 to the ASGM-

YOLO algorithm. 

 

 
(A) Predicted Results of Tailings Dump 
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(B) Predicted Results of Excavators 

 

(C) Predicted Results of Persons 

 

(D) Predicted Sluice Board, Crusher, Person and 

Tailings Dump 

 

(E) Predicted Sluice Board, Crusher, Person, 

Excavator and Tailings Dump  

 

(F) Predicted Truck, Excavator, Sluice Board, 

Person and Tailings Dump 
Fig. 9 Visualization Results Predicted by the ASGM-

YOLO Algorithm 

5. CONCLUSION 
The study proposed the ASGM-YOLO algorithm which is 

based on the YOLOv4 algorithm to detect objects of interest 

such as excavators, crushers, tailings dumps, persons, sluice 

boards, and trucks from UAV captured images at ASGM 

sites. LabelImg software was used to annotate the images in 

the dataset and a 16-way multiple data augmentation 

technique was adopted and applied on the ASGM dataset 

which introduced more variability into the dataset as well as 

helped the proposed ASGM-YOLO algorithm to generalise 

well. The SPP-1 layer was introduced into the CSP-

DarkNet53 backbone of the ASGM-YOLO algorithm which 

restricted the input images to a defined pixel size of 416 × 

416. SPP-2 layer introduced into the tail of the ASGM-YOLO 

algorithm facilitated the separation of features of interest and 

disregarded irrelevant information. Batch Normalization and 

mish activation functions were employed to accelerate the 

training of the ASGM-YOLO algorithm by using higher 

learning rates as well as minimise detection errors. From the 

observation, the proposed ASGM-YOLO algorithm proved 

superior by achieving the highest Accuracy – 96.50%, 

Precision – 82.47%, F1-Score – 79.82%, mAP – 86.59%, 

Avg. IoU – 75.38% and Recall – 76.33% compared to 

YOLOv4, Faster R-CNN, Fast R-CNN and R-CNN which 

indicated the dominance of the proposed model. Above all, 

the ASGM-YOLO algorithm generalised well and showed 

near real-time capabilities for detecting objects in ASGM 

environments. Even though the model proved efficient in 

detecting these objects, it still produced quite a high FP 

prediction. Therefore, future works will be focused on 

identifying ways to reduce or completely do away with the 

false positives. Due to the heterogeneous nature of ASGM 

environments, another future direction will be to introduce 

class borders around the detected objects to eliminate 

confusion caused by nearby objects in the background.  
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