
International Journal of Computer Applications (0975 – 8887) 

Volume 183 – No. 51, February 2022 

27 

Predicting Depression using a Biochemistry Profile and 

Machine Learning for Better Risk Stratification 

Tauseef Ibne Mamun 
Michigan Technological University 

Houghton, Michigan 
USA 

 

Lamia Alam 
Michigan Technological University 

Houghton, Michigan 
USA 

 
 

ABSTRACT 

Depression is one of the mental health issues that are 

responsible for various morbidities if it remains undiagnosed. 

Previous works that used machine learning to predict 

depression used mainly qualitative information like socio-

economic or socio-demographic data for creating predictive 

models. But there is a chance of getting biased qualitative data 

from patients that will hinder any correct prediction. Our goal 

was to examine if the major form of depression can be 

predicted with a high accuracy using a patient‟s biochemistry 

profile using Machine Learning. We also examined if minor 

depression can be predicted for a large portion of patients. 

The result suggests the method we proposed can be used as 

the first point of screening for depression especially major 

depression. 
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1. INTRODUCTION 
Depression is a type of mood disorder that negatively affects 

how we think, feel, and act. According to a study conducted in 

2017, 3.4% of people worldwide suffer from depression that 

ranges from 2-6% across different countries [1]. The 

economic burden of major depression is estimated to be 

$210.5 billion per year between 2005 and 2010, and 62% of 

the cost is attributed to different comorbidities [2] in the US. 

Sadly, less than one-third of adults with depression seek 

professional treatment [3]. The prevalence of major 

depression is 2-3 times higher in primary care patients than in 

the overall population because patients with depression use 

healthcare resources more frequently [4], [5]. Early detection 

of depression can help in reducing the mental and financial 

burden of the disease [6]. 

The diagnosis of depression is a very complicated and 

challenging task. Therefore, one needs to be careful to 

diagnose them with high accuracy. Machine learning (ML) 

and data mining techniques can play a significant role in early 

detection. Qualitative data regarding a patient can be a handy 

tool for early detection but the phrase „mental help‟ is still 

taboo in most of the world [7], [8]. Research shows that 

depressed individuals who are concerned about stigma may 

adapt their social behavior to avoid exposure to discrimination 

[7]. So, a depressed patient may be reluctant to ask for help 

or, provide wrong or partially correct data due to the patient‟s 

social-economic/social-cultural status that will make it 

difficult for any ML algorithm to predict depression.  

We focus on predicting depression based on quantitative 

information to identify patients who may be suffering from 

depression. The goal is to get them medical help so that 

condition of patients does not worsen. If used with other 

procedures for depression screening, the procedure in this 

paper can be used during the first point of contact for 

depression screening by any health care providers or AI 

applications.  

2. RELATED WORKS 

2.1 Qualitative data in prediction 
Past research found association between depression and socio-

economic or socio-demographic factors [9]–[12]. Machine 

learning algorithms are beneficial as screening tool for 

depression [13]. Age, sex, literacy, residence, marital status, 

recent bereavement, employment status, socio-economic 

status, personal income, history of anxiety, history of 

depression, family history of depression, any kind of 

addiction, pain at multiple sites, diabetes, HTN, hearing 

problem, visual impairment, mobility impairment, and 

insomnia were used to predict depression and anxiety in a 

study [14]. Here highest prediction accuracy of 89% was 

obtained with the Random Forest (RF) classifier. RF was also 

accurate when used in Depression, Anxiety and Stress Scale 

questionnaire (DASS 21) [15]. Early detection for depression 

also can be done by analyzing content in social networks. 

Decision Tree (DT) was effective in detecting depression for 

Facebook data collected from an online public source [16]. 

Early detection of depression using machine learning models 

was also done using posts and comments from Reddit [17]. 

So, qualitative information is a strong tool in the early 

detection of depression.  

But self-report information can be influenced by many factors 

like question-wording, format, and context [18]. If multiple 

contexts influence a single domain, appropriately measuring 

something will become difficult after taking heed of every 

context. A domain can be influenced by multiple contexts like 

individual, organizational, cultural, and environment. 

Respondent bias [19] can be an issue for data gatherers for 

ML algorithms. Prediction models created on biased 

qualitative data can also affect trust in AI applications. If 

these models do not perform accurately in critical situations 

due to the biases, it could even be a source of rejection of 

models[20], [21]. 

2.2 Chemicals- Depression 
Low levels of certain neurotransmitters can contribute to 

depression though researchers are still investigating the role of 

these brain chemicals play in depression [22]. One such 

chemical that can be used as a predictor for depression is 

amino-acid neurotransmitter [23]. But predictions based on 

quantitative data like chemicals in the biochemistry profile 
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using ML are scarce. [24] reviewed possible links between 

magnesium and depression and a higher intake of magnesium 

seemed to be associated with lower depression. Another study 

[25] found that sodium, potassium, and calcium levels do not 

seem to be related to the intensity of major depression in 

contrast of magnesium. For the patients with major depressive 

disorder (MDD), the level of routine biochemical markers like 

urea nitrogen (UN), fasting blood-glucose (FBG), high 

density lipoprotein-cholesterol (HDL-C), total protein (TP), 

creatinine (Cr), total bilirubin (Tbil), fructosamine (SF) were 

found to be associated with MDD [26]. There has been also 

research on looking into the relation between several 

biochemical markers and depression [27]–[33] separately, but 

overall the results have been inconsistent and majorly focused 

on MDD only. Most of them also were focused on only a few 

of the biochemical markers, so it is difficult to understand the 

pattern of association of these markers with depression 

overall. In this paper, we focused on finding a link between 

depression (both major and minor) and overall biochemistry 

profiles using a robust data source from National Health and 

Nutrition Examination Survey (NHANES) that uses a 

multistage, stratified survey methodology to obtain data 

representative of the general, noninstitutionalized US 

population. 

3. METHODOLOGY 
We used the NHANES dataset from 2011-2018 where almost 

19000 people ages 12 years and older submitted their 

biochemistry profile and mental health-related questionnaire. 

Since people had the option of not answering mental health-

related questions, data may be devoid of any biases. For 

prediction, we will use Random Forest (RF), Decision Tree 

(DT), K-nearest neighbor (KNN), Logistic Regression (LR), 

Stochastic Gradient Descent (SGD), Naive Bayes (NB), and 

Gradient Boosting (GB) classifiers to find out the best fit 

results. Synthetic data will be created using the synthpop 

library in R [34] for balancing positive and negative data 

(positive data are where participants acknowledged they have 

depression, negative data are where participants 

acknowledged they do not have depression). For major and 

minor depression models, data will be divided into two sets; 

for minor depression, data, where participants reported they 

are depressed for several days in the last two weeks, will be 

counted. For major depression, participants who reported they 

are depressed for more than half the days or nearly every day 

in the last two weeks will be counted. 

In this paper, 9900 synthetic positive data was added to the 

original data (where patients with both types of depression are 

included) because the original data set had 14531 negative 

data against 4632 positive data. For the minor depression data 

set, 11000 synthetic positive data was added to the data set 

because the data set had 14531 negative data against 3197 

positive data. For the major depression data set, 12500 

synthetic positive data was added to the data set because the 

data set had 14531 negative data against 1435 positive data. 

We will compare the result from the models with traditional 

qualitative depression prediction models. 
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4. DATA 
From the NHANES 2011-2018 laboratory data, we will use 

different biochemicals from the human biochemistry profile to 

predict depression (see Table 1). We will also use refrigerated 

serums to make the models better (see Table 2).  

This set of data has all the important variables on the body‟s 

biochemistry that are used in diagnosing different types of 

diseases [35]. NHANES‟s datasets are significant since they 

have been used in many different depression-related studies 

[36]–[39]. 

Table 1. Main Biochemical List 

Chemical Name Quantity  

Variable 

Name in the 

Data Set 

Alanine Aminotransferase 

(ALT) 
IU/L lbxsatsi 

Alkaline Phosphatase (ALP) IU/L lbxsapsi 

Aspartate Aminotransferase 

(AST) 
U/L lbxsassi 

Bicarbonate mmol/L lbxsc3si 

Blood Urea Nitrogen g/dL lbxsbu 

Chloride mmol/L lbxsclsi 

Creatine Phosphokinase (CPK) IU/L lbxsck 

Globulin g/dL lbxsgb 

Gamma Glutamyl Transferase 

(GGT) 
U/L lbxsgtsi 

Lactate Dehydrogenase (LDH) U/L lbxsldsi 

Osmolality mmol/Kg lbxsossi 

Phosphorus mg/dL lbxsph 

Potassium mmol/L lbxsksi 

Sodium mmol/L lbxsnasi 

Total Bilirubin mg/dL lbxstb 

Total Calcium mg/dL lbxsca 

Total Protein g/dL lbxstp 

Uric Acid mg/dL lbxsua 

 

Table 2. Refrigerated Serums 

Chemical Name Quantity  

Variable 

Name in the 

Data Set 

Glucose mg/dL lbxsgl 

Albumin g/dL lbxsal 

Creatinine mg/dL lbxscr 

Iron ug/dL lbxsir 

Cholesterol mg/dL lbxsch 

Triglycerides mg/dL lbxstr 
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5. RESULTS 
We shuffled each data set and divided them into three parts: 

test, validation, and training set (70% training data, 15% 

validation data, 15% test data). During predictions, Decision 

Tree and K-nearest neighbor did well in the training set, but 

accuracy dropped significantly during validation. The code for 

this project can be found in this GitHub repository1. 

5.1 Prediction of Depression 
Both Random Forest and Gradient Boosting showed Area 

Under Curve (AUC) greater than 0.65 (see Fig. 1). Both the 

classifiers showed an underfitting tendency. 

 

Fig 1: Test and Validation Results for the Classifiers 

Hyperparameter tuning did improve the models (Gradient 

Boosting and Random Forest) especially for Random Forest 

still the AUC value is low than Gradient Boosting. After 

Hyperparameter tuning AUC value for the model improves 

from 0.72 to 0.74 (base to optimized) for Gradient Boosting 

and 0.68 to 0.71 (base to optimized) for Random Forest.  

As Gradient Boosting has the highest validation AUC value, 

we used Gradient Boosting for testing. AUC value for testing 

was 0.72 (see Fig.2). 

Both Gradient Boosting and Random Forest gave the same 

important features, lbxsck, lbxsatsi, lbxscr, lbxsua, lbxsassi 

(importance score greater than 0.06) though in a different 

order. This means Creatine Phosphokinase, Alanine 

Aminotransferase, Creatinine, Uric Acid, Aspartate 

Aminotransferase are good predictors for depression (see Fig. 

2). 

5.2 Prediction of Minor Depression 
Classifiers for minor depression data set showed a similar 

trend during validation and training phases like Fig.1. After 

Hyperparameter tuning AUC value for the model improves 

from 0.73 to 0.74 (base to optimized) for Gradient Boosting 

and 0.68 to 0.71 (base to optimized) for Random Forest. 

Testing AUC for Gradient Boosting was 0.74 (see Fig. 

4),which is an improvement from the previous test AUC score 

for this classifier. 

A significant change can be observed in the importance scores 

for predictors. Though we get the same set of predictors for 

Gradient Boosting in a different order (see Fig. 3 and Fig. 4), 

and if we compare the importance scores for the top predictors 

(importance score greater than 0.06) in Fig.3 and Fig.5, the 

importance scores are a lot closer in Fig.4 for the top 

predictors. 

 

                                                            
1https://github.com/tm012/biochemistry_depression_

python 

Fig2: Learning Curves for Gradient Boosting – 

Depression 

 

Fig3: Feature Importance Score - Gradient Boosting 

(Depression) 

 

Fig 4: Learning Curves for Gradient Boosting – Minor 

Depression 
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Fig5: Feature Importance Score - Gradient Boosting 

(Minor Depression) 

 
Fig 6: Learning Curves for Gradient Boosting – Major 

Depression 

5.3 Prediction of Major Depression 
Both Random Forest and Gradient Boosting Classifier stand 

out during training and testing phases like earlier 

classifications. After Hyperparameter tuning AUC value for 

the model improves from 0.82 to 0.84 (base to optimized) for 

Gradient Boosting and 0.75 to 0.79 (base to optimized) for 

Random Forest. 

AUC value for testing was 0.84 (see Fig.6) for Gradient 

Boosting. The AUC test curve is a lot closer to the AUC 

training curve in this part.  

The importance score also gives a different set of predictors 

for major depression. If we compare the top predictors for 

major and minor depression where top predictors have an 

importance score greater than 0.06 (see Figs. 5 and 7), we get 

lbxsgtsi (Gamma Glutamyl Transferase) instead of lbxsua 

(Uric Acid) and all other features are the same. 

6. DISCUSSION 
The result from three types of predictions shows us that 

prediction targeting minor and major depressions rather than 

predicting just depression shows better results (see Table 3). 

Astonishingly, for predicting major depression our best model 

(Gradient Boosting) shows a precision of 0.79 in test data. 

This indicates we can achieve a low false-positive rate from 

this model. True Negative rate is also high for this model 

(0.82). Recall is 0.72 for this model meaning we will be able 

to catch 72% of probable patients who are suffering from 

major depression. For minor depression, the recall for the best 

model is 0.65 meaning we will be able to catch 65% of 

probable patients who are suffering from minor depression. 

As we discussed earlier, since people are not keen to seek help 

for depression, our best model can identify a large portion of 

depressed patients. 

 

Fig 7: Feature Importance Score – Gradient Boosting 

(Major Depression) 

Reduced features (feature importance score equal, or greater 

than 0.04) does not change the models' performance by that 

much from the original models (see Table 3 and 4). 

Though the results (for original models) do not show high 

accuracy of detection like traditional qualitative depression 

models, the procedure we proposed can be used especially in 

rural and remote areas for depression screening because this 

type of area often lacks good mental health care facilities to 

do any qualitative-based screening or in a society where 

„mental help‟ is still a tabooed phrase.  A patient‟s 

biochemistry profile can be obtained by a health care provider 

while a patient comes for a routine/urgent health check-up or 

part of a depression screening process. 

Table 3. Test Results from Three Types of Predictions by 

the Models (Gradient Boosting) 

 AUC 
Re-

call 

Preci-

sion 

Specifi-

city 

F-

Score 

Depression  0.72 0.63 0.68 0.70 0.65 

Minor 

Depression 
0.74 0.65 0.67 0.69 0.66 

Major 

Depression 
0.84 0.72 0.79 0.82 0.75 
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Table 4. Test Results from Three Types of Predictions by 

the Models with reduced features (Gradient Boosting) 

 AUC Recall 
Preci-

sion 

Specifi-

city 

F-

Score 

Depression  0.70 0.57 0.67 0.71 0.62 

Minor 

Depression 
0.73 0.64 0.66 0.69 0.65 

Major 

Depression 
0.82 0.68 0.76 0.79 0.72 

7. LIMITATIONS 
In the earlier part of this paper (see Methodology section), we 

mentioned that a questionnaire was used for mental health 

data. Though we argued why this data set may have less 

biased data, there is always a chance of significant biases in 

qualitative data. Some biochemicals like magnesium that are 

helpful for detecting depression were absent from this 

biochemistry profile. 

8. CONCLUSION 
Healthcare cost for depression is rising because it is a source 

of many comorbidities. After analyzing NHANES 2011-2018 

Hospital Utilization & Access to Care data, for major 

depression, out of 1449 patients 831 patients seen mental 

health professional(s) in the past year. This number falls for 

minor depression (524 out of 3209). So, for better risk 

stratification, the healthcare providers can use the proposed 

method; that shows a good screening process based on 

quantitative data. This way they can identify patients for 

depression and can begin treatment for depression. This will 

lower healthcare-related costs by preventing comorbidities 

and stopping depression to worsen.  
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