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ABSTRACT 

Plagiarism detection is difficult since there can be changes 
made to a sentence at several levels, namely, lexical, 
semantic, and syntactic level, to construct a paraphrased or 

plagiarized sentence posing as original. To identify cases of 
plagiarism and hence discourage the same, this paper presents 
a novel Supervised Machine Learning based Paraphrase 
Detection System developed by conducting experiments using 
Microsoft Research Paraphrase (MSRP) Corpus and assessed 
on the same. The proposed paraphrase detection system has 
achieved comparable performance with existing paraphrase 
detection systems. The major contributions of this paper are 
the utilization of a unique combination of lexical, semantic, 

and syntactic features, utilization of Shapley Additive 
Explanations (SHAP) Feature Importance Plots in XGBoost, 
and application of a soft voting classifier comprising of the 
top 3 performing standalone machine learning classifiers on 
the training dataset of MSRP Corpus. Another major 
contribution of the paper is the finding that applying data 
augmentation techniques degrades performance of machine 
learning classifiers. 
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1. INTRODUCTION 
The advent of Internet has made easy and instant access to 

vast amounts of information possible. The downside to this is 
that this has led to a significant increase in incidents of 
plagiarism. There are two main types of plagiarism namely, 
literal plagiarism where the source sentence is copied with 
only a few words modified or active voice is converted to 
passive voice or vice versa and, intelligent plagiarism where 
the source sentence is modified thoroughly with significant 
changes in sentence structure by means such as paraphrasing, 
translating or adopting idea [1]. 

Detecting plagiarism is a difficult task since there can be 
numerous major or minor changes made to a sentence at 

several levels, namely, lexical, semantic, and syntactic level, 
to construct a paraphrased or plagiarized sentence posing as 
original. To identify cases of plagiarism and hence discourage 
the same, a novel Supervised Machine Learning based 
Paraphrase Detection System has been developed. 

2. LITERATURE REVIEW 
An in-depth Literature Review is carried out to study prior 

work in the domains of paraphrase detection systems, and 

performance enhancement techniques for paraphrase detection 
which are detailed in the following sections. 

 

2.1. Literature Review: Paraphrase 

Detection Systems 
Research in paraphrase detection gained traction from 2005, 
attracting a large number of researchers using approaches 
namely, unsupervised learning, supervised machine learning, 
and supervised deep learning categorized in[2] which has 

resulted in a rich body of research. As this study is restricted 
to supervised machine learning paraphrase detection systems, 
this literature review is focused primarily on the same. 

The authors in [3] have applied machine translation evaluation 
techniques namely, Bilingual Evaluation Understudy (BLEU), 
National Institute of Standards and Technology (NIST), Word 
Error Rate (WER), and Position Independent Word Error Rate 
(PER) as features which are used as input to support vector 
machine classifier to detect paraphrases in MSRP Corpus. 

The authors in [4] have utilized lexical and semantic features 
to develop a machine learning based paraphrase identification 
method which is assessed using MSRP Corpus. Some lexical 
features are the ratio of common consecutive n-grams 
between two sentences and the total number of words in the 
two sentences, and Longest Common Subsequence. A noun-
verb semantic similarity measure based on WordNet is used 
as a semantic feature. A voting classifier composed of three 

classifiers namely, Support Vector Machine, K-Nearest 
Neighbors, and Maximum Entropy is made use of for 
paraphrase detection. The paper concludes that the application 
of a voting classifier instead of individual classifiers leads to 
better performance in paraphrase detection. The paper 
suggests including syntactic features in the feature set to 
improve performance of suggested method. 

A supervised two-phase framework proposed by authors in [5] 

detects paraphrases in MSRP Corpus by finding 
dissimilarities with the help of predicate argument tuples 
between the sentences in a sentence pair and then deciding 
whether the dissimilarities are significant or not. Predicate 
argument tuples are found out and labeled in a sentence pair 
using a syntactic parser and a semantic role labeler. The 
similarity of the sentence pair is measured by the extent of 
insignificance of unpaired predicate argument tuples. The 

method has achieved performance comparable to existing 
paraphrase detection methods. 

An attempt to effectively filter out false paraphrases or 
irrelevant sentences generated by paraphrase generation 
methods to improve the quality of generated text is made by 
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authors in [6] by developing a paraphrase detection method 
which is assessed using MSRP Corpus. Lexical features such 
as n-gram based features, BLEU based features, and syntactic 
features such as dependency relationbased features in addition 
to simple features like absolute length difference between 

sentences in a sentence pair are utilized which are given as 
input to a support vector machine classifier for detecting 
paraphrases. The best performance is observed using all 
features except lemmatized unigrams. The study concludes 
that the suggested method has achieved comparable 
performance with the existing paraphrase detection methods. 
The authors suggest using more advanced weighted 
dependency-based features for further improvement of the 

suggested method. 

The authors in [7] have utilized a generative model for 
paraphrase detection which constructs a paraphrase of a given 
sentence and uses probabilistic inference to decide whether a 
sentence pair is a paraphrastic pair or a non-paraphrastic pair. 
The method uses syntactic features and lexical features with 
the help of quasi-synchronous dependency grammars which is 
given as input to logistic regression classifier to perform 

paraphrase detection on MSRP Corpus. 

The paraphrase detection method suggested in [8] utilizes two 
modules namely, feature set module and classifier module. 
The feature set module consists of similarity features based on 
monotonic and non-monotonic techniques and semantic 
features such as contradiction and polarity. The classifier 
module consists of support vector machine and logistic 
regression to perform supervised classification. The paper 

concludes that the suggested method has achieved comparable 
performance with existing paraphrase detection methods. 

The authors in [9] have used a meta-classifier trained on 
features based on 8 machine translation metrics namely, 
BLEU, NIST, Translation Edit Rate (TER), Translation Edit 
Rate Plus (TERp), METEOR, SEPIA, BADGER and 
Maximum Similarity (MAXSIM) to develop a paraphrase 
detection method which is assessed using MSRP Corpus. The 
meta-classifier is composed of three standalone classifiers 

namely, logistic regression, sequential minimal optimization 
of a support vector machine, and a lazy, instance-based 
classifier that extends the nearest neighbor algorithm. The 
meta-classifier utilizes the average of the unweighted 
probability estimates from the constituent standalone 
classifiers as criteria for classifying a sentence pair into either 
a paraphrastic pair or a non-paraphrastic pair. The paper 
concludes that the suggested method has achieved comparable 

performance with existing paraphrase detection methods. 

The paraphrase detection system proposed in [10] uses 
semantic heuristic features to enable the proposed system to 
perform better than the existing paraphrase identification 
systems. This is done by implementing better pre-processing 
techniques and a feature set containing additional features. A 
variant of the baseline system suggested in [8] is implemented 
which has more features than the baseline system. In the pre-

processing phase, sentence pairs are Parts of Speech (POS) 
tagged, stop-words are removed using a custom stop-words 
list and then filtered based on POS tags. Features based on 
monotonic and non-monotonic alignments, and semantic 
features, namely Boolean features are utilized in the suggested 
method. The suggested system has achieved comparable 
performance with existing paraphrase detection systems on 
MSRP Corpus. 

The authors in [11] have developed a support vector 
machinebased paraphrase recognition system with the help of 
various lexical, syntactic, and semantic features to detect 
paraphrases in MSRP Corpus. A feature selection technique 
namely, genetic algorithm is utilized to not only improve the 

accuracy of suggested paraphrase recognition system but to 
also attain similar performance with fewer features. Lexical 
features namely, Longest Common Subsequence, BLEU 
based features, and Skip-gram based features are utilized. 
Syntactic features such as Dependency Tree Edit Distance, 
Dependency Relation Overlap, and Parts of Speech Enhanced 
Position Independent Word Error Rate (POSPER) are 
employed. Semantic features like features based on WordNet 

are made use of to compute similarity between pair of nouns, 
verbs, adjectives, and adverbs between sentences in a sentence 
pair. The authors have been able to get a significant increase 
in performance of suggested system with fewer features 
through the application of genetic algorithm. 

The authors in [12] have explored the usage of syntactic 
representations for learning relations between a set of two 
texts which can be sentences or paragraphs. They have 

constructed syntactic and semantic structures representing the 
text pairs and then applied graph and tree kernels to the 
structures for automatic creation of features which are then 
given as input to support vector machine for detecting 
paraphrases in MSRP Corpus. 

The Supervised Machine Learning based Paraphrase Identifier 
developed in [13] has utilized a decision tree learning 
classifier to perform paraphrase identification on MSRP 

Corpus with the help of several lexical features namely, 
Longest Common Substring, Longest Common Subsequence, 
Edit Distance and Modified N-gram Precision. Various 
techniques of text normalization such as lemmatizing, 
conversion from passive to active voice, and replacement of 
named entities with generic tags have been initially employed 
on the sentence pairs of MSRP Corpus after which the 
normalized sentence pairs are given as input to decision tree 
classifier for paraphrase identification. 

The authors in [14] have proposed a paraphrase identification 
system which makes use of a logistic regression classifier to 
identify paraphrases in MSRP Corpus with the help of 
numerous syntactic features based on tree edit sequences 
extracted by utilizing a tree kernel as a heuristic in a greedy 
search algorithm. 

The author in [15] has developed a paraphrase recognizer by 
applying string similarity measures to abstractions of a 

sentence pair along with synonym detection via WordNet and 
dependency similarity measures. A subset of features through 
the use of a feature selection technique, are used as input to a 
Maximum Entropy classifier to recognize paraphrases in 
MSRP Corpus. The author has suggested incorporating 
additional features such as BLEU based features and word 
alignment-based features for better performance of suggested 
system. 

The study carried out in [2] provides a comprehensive 
discussion on the recent research carried out on paraphrase 
detection methods and presents the comparative performance 
results of paraphrase detection methods grouped under 
categories namely, unsupervised learning, supervised machine 
learning, and supervised deep learning. 
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2.2. Literature Review: Performance 

Enhancement Techniques 
Literature Review carried out to explore performance 
enhancement techniques for paraphrase detection methods are 

as follows: 

The study carried out in [16] have explored the impact of 
commonly used preprocessing tasks such as removing stop-
words, lowercasing and stemming in all possible 
combinations in two languages, namely Turkish and English, 
on two different domains, specifically news and e-mails for 
text classification by keeping in consideration aspects such as 
accuracy and dimension size. The study concludes that text 

preprocessing in text classification is as important as feature 
selection for improving performance of classifier, some text 
preprocessing tasks such as lowercasing improve 
classification performance regardless of domain and language, 
all possible combinations of preprocessing tasks must be tried 
for finding out the best combination, and removing stop words 
leads to decrease in performance of classifier. 

The authors in [17] have presented Easy Data Augmentation 

(EDA) techniques namely, random insertion, random swap, 
random deletion, and synonym replacement for improving 
text classification performance by augmenting or adding 
textual data to the training dataset of a corpus. The authors 
have shown that EDA techniques enhance performance for 
deep learning classifiers such as convolutional neural 
networks for performing text classification. 

3. RESEARCH METHODOLOGY 
The proposed Supervised Machine Learning based Paraphrase 

Detection System consists of three modules namely, Text 

Preprocessing Module, Feature Engineering Module, and 

Classification Module. The proposed system is developed and 

assessed using MSRP Corpus. 

3.1. Text Preprocessing Module 
Various text preprocessing techniques are explored 
specifically, removing trailing and ending whitespaces, 
lowercasing, removing punctuation marks, converting 
accented characters to ASCII characters, removing special 
characters or substituting special characters with their literal 
counterpart such as ‘$’ to “dollar”, removing numbers, 
removing stop words from a custom stop words list, stemming 
or lemmatizing, and expanding contractions.  

Techniques namely, removing trailing and ending 
whitespaces, lowercasing, removing punctuation marks, and 
converting accented characters to ASCII characters give the 
best performance and hence, utilized in the proposed system. 
 

3.2. Feature Engineering Module 
An overview of the features utilized by the proposed system is 
given below: 

3.2.1 Lexical Features 

Features based on Fuzzy String Similarity Measures, N-gram 
based features, Skip-gram based features, BLEU based 
features, and other features namely Absolute Length 

Difference between sentences in a sentence pair, and 
Normalized Longest Common Subsequence are used. 

Fuzzy String Similarity Measures consist of various string 

matching methods which make use of Levenshtein Distance 
similarity ratio. N-gram based features consist of several 
features which utilize ratios of length of intersection of sets of 
n-grams and total number of words or length of union of sets 
of n-grams with n being 1, 2, 3, and 4 for a sentence pair.  

Skip-gram based features comprise of features which consist 
of ratios of length of intersection of sets of k-skip-n-grams 
with degree as k and skip distance as n and total number of 
words or length of union of sets of skip-grams with n and k 
being 1 or 2 in all combinations for a sentence pair. BLEU 
based features consist of features which compute the 
cumulative n-gram score of degree n with n being 1, 2, 3, and 
4 for a sentence pair. The 7th smoothing technique given in 

[18] is applied on each BLEU based feature so as to obtain 
better paraphrase detection performance. 

3.2.2 Semantic Features 

A distance metric based feature derived from pre-trained 
Word2Vec Embeddings of Google News Corpus namely, 
Normalized Word Mover’s Distance is utilized. The Word 
Mover’s Distance is conceptualized in [19]. Features based on 

Distance Metrics applied on Sentence Embeddings of 
Universal Sentence Encoder [20] are also utilized. The 
various distance metrics applied on sentence embeddings are 
Minkowski Distance, Cosine Distance, Canberra Distance, 
City Block Distance, and Bray Curtis Distance, Euclidean 
Distance, and Jaccard Distance. 

WordNet similarity based features are also employed. Some 
preparation steps are undertaken on the sentences in a 
sentence pair in order to compute similarity using a WordNet 
based Measure between the sentences in the sentence pair. 
The steps for the same are that each sentence in the sentence 

pair is tokenized and POS tagged, then filtered and converted 
into a set of terms containing only noun, verb, adjective, and 
adverb POS tags, and thereafter an appropriate synset is 
derived from each word using Lesk algorithm [21]. A synset 
is a synonym from a set of synonyms that share a common 
meaning. Each WordNet based similarity measure utilized as 
feature is normalized by dividing the obtained similarity score 
for a sentence pair by the highest similarity score possible for 

that similarity measure. Various WordNet based similarity 
measures categorized under four categories namely, path 
length based measures, information content based measures, 
feature based measures, and hybrid measures have been 
described and compared in [22] along with their advantages 
and disadvantages, and they opine that there is no best way to 
evaluate the performance of any WordNet based similarity 
measure but that the criteria for selecting an evaluation metric 

depends on the application. 
 

3.2.3 Syntactic Features 

Features based on overlap of dependency relations between 
the sentences in a sentence pair are used. A dependency tree is 

created for each sentence in a sentence pair from which 
dependency relations are extracted. Each dependency relation 
constitutes a triple comprising of head, dependent, and 
relationship between them. The features based on precision 
and recall are formed by computing the ratios of unique 
shared triples between the sentences and all unique triples in 
the first and the second sentence respectively in a sentence 
pair.The feature based on F-measure is given in Eq. (1). 
 

  
     

   
 

(1) 

Here f is Dependency Relation Overlap F-measure, p is 
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Dependency Relation Overlap Precision, and r is Dependency 
Relation Overlap Recall. 

3.3. Classification Module 
Various machine learning classifiers are applied to compare 
their performance in paraphrase detection, in accordance with 
directions for future work in [23]. A total of 9 machine 
learning classifiers are used which are XGBoost, Logistic 

Regression, Gradient Boosting, AdaBoost, Random Forest, K 
Nearest Neighbors, LightGBM, Support Vector Machine, and 
Baseline majority class classifier. A soft voting classifier is 
then constructed out of the top 3 performing standalone 
machine learning classifiers on the training dataset of MSRP 
Corpus based on their Cross-Validation Accuracy Scores, in 
order to improve classification performance. Each constituent 
classifier in the soft voting classifier provides a probability 
value for both class labels namely, non-paraphrastic pair (0) 

and paraphrastic pair (1) for a sentence pair. For each class 
label, the predictions given by each constituent classifier are 
averaged. The class label which is nearer to the max of two 
averages is then taken as the predicted class label for the 
sentence pair. 

3.4. Assessment using MSRP Corpus 
The performance of the proposed systemis assessed on MSRP 
Corpus[24][25] by conducting experiments on the same. 
Since, paraphrase detection is a binary classification problem, 
each sentence pair is assigned a value “1” or “0” as quality, 
with “1” indicating that the sentences in a sentence pair are 

paraphrases, and “0” indicating that the sentences in a 
sentence pair are not paraphrases. 
 

3.5. Experiments 
A total of 5 experiments are carried out using MSRP Corpus. 
In Experiments 1, 2, and 3, performance of various standalone 
classifiers and a soft voting classifier are assessed with the 
help of various lexical, semantic, and syntactic features 

respectively.In Experiment 4, a feature-set composed of a 
combination of selected lexical, semantic, and syntactic 
features are utilized to evaluate the performance of various 
standalone classifiers and a soft voting classifier. In 
Experiment 5, EDATechniques [17] are applied on the 
training dataset of MSRP Corpus in order to boost the 
performance of various standalone classifiers and a soft voting 
classifier using the feature-set utilized in Experiment 4. 

From Experiments 1, 2, and 3, the features with zero 
contribution found with the help of SHAP [26] Feature 
Importance Plot in XGBoost are excluded from the feature-set 

utilized in Experiment 4. A SHAPFeature Importance Plot 
gives the importance values of various features in descending 
order present in the feature-set using the mean (|Tree SHAP|) 
values given by the Tree SHAP algorithm. The Tree SHAP 
algorithm utilizes tree-based classifiers such as 
RandomForest, XGBoost, and LightGBM,however, 
XGBoosthas been proven to exhibit better classification 
performance than other tree-based classifiers [27]. Hence, 

Tree SHAP algorithmutilizing XGBoost, is used to generate 
SHAPFeature Importance Plot. The SHAPFeature Importance 
Plot in XGBoost generated in Experiments 1, 2, and 3 are 
given in Figures 1, 2, and 3 respectively. 

Figure 1: SHAP Feature Importance Plot in XGBoost in 

Experiment 1 

Figure 2: SHAP Feature Importance Plot in XGBoost in 
Experiment 2 

Figure 3: SHAP Feature Importance Plot in XGBoost in 
Experiment 3 

In Experiment 1, 22 lexical features are used out of which 1 
feature having zero contribution (from the bottom as seen in 
Figure 1) namely, Fuzz Partial Token Set Ratio is excluded 
from the feature-set taken for Experiment 4. In Experiment 2, 
14 semantic features are used out of which 3 features with 
zero contribution (from the bottom as seen in Figure 2) 

namely, Resnik’s Measure, Euclidean Distance, and Jaccard 
Distance are excluded from the feature-set taken for 
Experiment 4. In Experiment 3, 3 syntactic features are used. 
Since no feature has zero contribution (as seen in Figure 3), 
no feature is excluded from the feature-set taken for 
Experiment 4.Hence, total 35 features consisting of a 
combination of various lexical, semantic and syntactic 
features are included in feature-set taken for Experiment 4. 
The same feature-set is also used for Experiment 5. 

4. DISCUSSION 
A summary of results of the above 5 experiments is given in Table 1. 
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Table 1: Summary of Results of Soft Voting Classifiers on Test Dataset of MSRP Corpus 

Experiment  Soft Voting Classifier 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1 Score 

(%) 

1 
Support Vector Machine, 

Logistic Regression, 
Random Forest 

76.23 78.19 89.10 83.29 

 

 

2 

Support Vector Machine, 

Random Forest, 
K Nearest Neighbors 

71.42 74.12 87.62 80.30 
 

 

 

3 
Gradient Boosting, 

Logistic Regression, 
XGBoost 

69.62 70.84 92.33 80.17 
 

 

 

4 
Logistic Regression, 

Random Forest, 
Support Vector Machine  

77.10 79.42 88.49 83.71 
 

 

 

5 
Random Forest, 

Support Vector Machine, 
K Nearest Neighbors 

74.72 75.05 92.85 83.01 
 

 

 

Here, the soft voting classifier comprises of the top 3 
performing standalone classifiers based on their Cross-

Validation Accuracy Scores on training dataset of MSRP 
Corpus in each experiment, and the classification evaluation 
metrics namely, Precision, Recall, and F1 Score are computed 
for paraphrastic pairs i.e., sentence pairs labeled as “1”. 

The formula for Accuracy is given in Eq.(2). 
 

  
     

           
 

 
(2) 

The formula for Precisionis given in Eq. (3). 
 

  
  

     
 

 
(3) 

The formula for Recall is given in Eq. (4). 
 

  
  

     
 

             
(4) 

 

The formula for F1 Score is given in Eq. (5). 

 
  

     

   
 

              
(5) 

Here A (Accuracy) is the number of correctly predicted 
sentence pairs divided by the total number of sentence pairs, 
TP (True Positive) refers to a sentence pair being 
correctlypredicted as a paraphrastic pair, TN (True Negative) 
refers to a sentence pair being correctly predicted as a non-
paraphrasticpair, FP (False Positive) refers to a sentence pair 
being incorrectly predicted as a paraphrastic pair, and FN 
(False Negative) refers to a sentence pair being incorrectly 

predicted as a non-paraphrastic pair, P (Precision) is the 
number of correctly predicted paraphrastic pairs divided by 
the number of sentence pairs predicted as paraphrastic pairs, R 

(Recall) is the number of correctly predicted paraphrastic 
pairs divided by the number of actual paraphrastic pairs, and 
F1 Score is the harmonic mean of Precision and Recall. 

The performance of soft voting classifiers of developed 

methods in Experiments 1, 2, and 3 are improved upon with 
the soft voting classifier of developed method in Experiment 4 
based on Accuracy Score, Precision Score, and F1 Score. The 
soft voting classifier of developed method in Experiment 5 
has obtained lower Accuracy Score, lower Precision Score 
and lower F1 Score than the soft voting classifier of 

developed method in Experiment 4. However, the Recall 
Score obtained by soft voting classifier of developed method 
in Experiment 5 is the highest. From this result, it can be 
inferred that the EDATechniques [17] applied on the 
developed method in Experiment 5 improves the Recall Score 
but degrades the Accuracy Score, Precision Score and 
F1Score of the machine learning classifiers. This is a 
newfinding since the authors in [17] have demonstrated 

improvement of Accuracy Scores by applying their proposed 
EDA Techniques on only deep learning classifiers namely, 
Convolutional Neural Networks and Recurrent Neural 
Networks, and not on machine learning classifiers for text 
classification. 

The soft voting classifier of developed method in Experiment 
4 has obtained the best Accuracy Score of 77.10%, the best 
Precision Score of 79.42% and the best F1 Score of 83.71%, 
while the Recall Score of 88.49% has been obtained.  

Hence, the developed method in Experiment 4 is selected as 

the proposed Supervised Machine Learning based Paraphrase 
Detection System. 

Further, the soft voting classifier consisting of Logistic 
Regression, Random Forest, and Support Vector Machine of 
proposed system has obtained higher Accuracy Score, 
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comparable Precision Score, higher Recall Score, and higher 
F1 Score than those of its constituent standalone classifiers on 
test dataset of MSRP Corpus as given in Table 2. This finding 
is in agreement with the results of authors in [4] who have 

shown improvement in Accuracy Scores of standalone 
classifiers through the use of voting classifier consisting of the 
same standalone classifiers. 

Table 2. Performance Comparison of Soft Voting Classifier with its Constituent Classifiers of Proposed System 

Sl. No. Classifier 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1 Score 

(%) 

1 Logistic Regression 76.87 79.78 87.36 83.40 

2 Random Forest 75.65 78.42 87.45 82.69 

3 Support Vector Machine 76.46 78.83 88.32 83.31 

4 
Logistic Regression, 

Random Forest, 
Support Vector Machine 

77.10 79.42 88.49 83.71 

 

Here the classification evaluation metrics namely, Precision, 
Recall, and F1 Score are computed for paraphrastic pairs i.e., 
sentence pairs labeled as “1”. 

The code created for the proposed system which has been 
developed and executed on Google Colaboratory using 
Python 3 Programming Language, is uploaded at 
https://github.com/Rudradityo/Paraphrase-Detection. 

 

5. EVALUATION 
The performance of the proposed Supervised Machine 
Learning based Paraphrase Detection System on MSRP 
Corpus is evaluated using classification evaluation metrics 
namely, Accuracy, Precision, Recall, and F1 Score where 
Precision, Recall, and F1 Score are computed for paraphrastic 

pairs i.e., sentence pairs labeled as “1”.The comparison of 
performance of existing paraphrase detection systems with the 
proposed Supervised MachineLearning based Paraphrase 
Detection System on the test dataset of MSRP Corpus is given 
in Table 3. 

Table 3: Comparison of Performance of Paraphrase Detection Systems 

Reference 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1 Score 

(%) 

[5] 72.00 72.50 93.40 81.63 

[4] 76.64 94.42 68.76 79.57 

[10] 74.67 78.22 85.78 81.83 

[3] 74.96 76.58 89.80 82.66 

[6] 75.63 77.00 90.00 82.99 

[9] 77.40 * * 84.10 

[7] 76.06 79.57 86.05 82.68 

[23] 80.41 * * 85.96 

[12] 79.13 80.70 90.10 85.14 

[11] 76.97 80.47 88.09 84.11 

[13] 71.90 74.30 88.20 80.66 

[14] 73.20 75.70 87.80 81.30 

[15] 76.17 79.35 86.75 82.89 

Proposed System 77.10 79.42 88.49 83.71 

Here, the values marked by * are not given by the respective 

authors, the classification evaluation metrics namely, 
Precision, Recall, and F1 Score are computed only for 
paraphrastic pairs i.e., sentence pairs labeled as “1”. 

In Table 3, only supervised machine learning based 
paraphrase detection systems have been compared with the 
proposed system since the proposed system has also been 
based on the same. 

The proposed system has achieved better Accuracy Score than 
those of 10 out of 13 paraphrase detection systems, behind 

[9], [12], and [23]. The proposed system has achieved better 

Precision Score than those of 7 out of 11 paraphrase detection 
systems, behind [7], [11], [12], and [4], andbetter Recall Score 
than those of 7 out of 11 paraphrase detection systems, behind 
[3], [6], [12], and [5]. The proposed system has achieved 
better F1 Score than those of 9 out of 13 paraphrase detection 
systems behind [9], [11], [12], and [23]. 

6. CONCLUSION AND FUTURE WORK 
The proposed Supervised Machine Learning based Paraphrase 
Detection System has achieved comparable performance with 
existing paraphrase detection systems. The major 
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contributions of this research are as follows: 

1. A unique combination of lexical, semantic, and syntactic 
features has been utilized in the proposed system which, to the 
best of our knowledge, has not been explored previously in 
the same feature-set. 

2. A feature selection technique has been employed by 
making use of SHAP [26] Feature Importance Plots in 
XGBoost to remove the features with zero contribution for 
enhancing the performance of proposed system. In all the 
papers referenced, there is, to the best of our knowledge, no 

usage of SHAP [26] Feature Importance Plot for 
eitherillustrating the contribution of various features or used 
as a feature selection technique. 

3. EDA Techniques proposed in[17] have been applied, which 
have resulted in increased Recall Score but reduced Accuracy 
Score, Precision Score, and F1 Score of machine learning 
classifiers, contrary to the findings of the authors who have 
demonstrated improvement of Accuracy Scores by applying 
their proposed EDA Techniques on only deep learning 
classifiers namely, Convolutional Neural Networks and 
Recurrent Neural Networks, and not on machine learning 
classifiers for text classification. 

4. The soft voting classifier consisting of standalone 
classifiers namely, Logistic Regression, Random Forest, and 

Support Vector Machine of proposed system has obtained 
higher Accuracy Score, Recall Score, and F1 Score than those 
of its constituent standalone classifiers. This finding is in 
agreement with the results of authors in [3] who have shown 
improvement in Accuracy Scores of standalone classifiers 
through the use of voting classifier consisting of the same 
standalone classifiers. 

For future work, more advanced features of lexical, semantic, 
and syntactic categories in addition to the ones utilized can be 
added in the feature-set of the proposed Supervised Machine 
Learning based Paraphrase Detection System for better 
performance in paraphrase detection. 
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