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ABSTRACT 

Cloud computing is one of the remarkable approaches for 

massive computation. The cloud has solved many 

computational issued faced in the past. It has brought more 

benefits for the individuals those cannot offer the necessary 

computation power for their work and research. In this aspect, 

several cloud-based organizations have bloomed to server for 

the needs. As the demand of the cloud computation increases 

it is necessary to cope with the resources and efficient 

resource allocations. It is practically to have enormous 

resources to serve each and individual request. Instead, the 

best optimal solution is to have minimal resources with 

optimal resource scheduling algorithms. This research article 

proposed a history Kerberos based resource allocation 

techniques. 
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1. INTRODUCTION 
Resource allocation [2] is a very important topic that has been 

discussed in many areas of IT, such as software engineering, 

operating systems, grid   computing, data management centers 

(data center) and cloud computing. The most important goals 

of   resource allocation are to integrate unused resources to 

create shared and virtualized resource pools, make access to 

user demand to resources conveniently, improve resource 

utilization, etc. However, the available supplier resources and 

consumer resource requirements are both dynamically varied. 

Therefore, defining a mechanism for allocating resources to 

users in a flexible, dynamic and reliable way is one of the 

main challenging tasks in many areas of IT such as Cloud 

Computing[29]. 

Nowadays, there has been a dramatic increase in the 

popularity of cloud systems computing that offer computing 

resources on demand, based on billing a usage, so that users 

can increase or decrease their consumption rate resources 

according to their needs. These environments can multiplex 

many users on the same physical infrastructure [1],[26] 

In cloud computing environments, there are two important 

stake holders: providers and cloud computing users [27][30]. 

On the one hand, suppliers hold resources like massive 

computing in their large data centers and rent these resources 

to the users. On the other hand, there are users who have 

applications with varied loads and take resources from 

vendors to run their applications. First of all, the user sends a 

request contains the resource requirements to the provider. 

After receiving the request, it looks for resources to satisfy the 

request and allocates these resources to the requesting user, 

usually in the form of virtual machines (VM). Then the user 

uses the resources assigned to him to run their applications 

and pays the fees of resources that used. When the user ends 

up with these resources, they returned to the provider. One of 

the interesting aspects of cloud computing is that these players 

have their own interests. As a general rule, the objective of 

suppliers is to maximize their income with a minimum 

investment. To this end, suppliers want to maximize the use of 

their IT resources, for example, by hosting the most as many 

virtual machines as possible on each machine[31]. On the 

other hand, the users want to get their work done at minimal 

cost or, in other words, they want maximize their economic 

performance. 

Each of these two parties does not want to share this 

information with the other, which makes the optimal 

allocation of resources more difficult. For example, suppliers 

do not want lay out how many and what kind of machines 

they have and how they are connected. Even, users don't want 

to expose their workload details including source codes and 

sets of their own data to other people, including Suppliers. 

Therefore, users cannot express their requests for resources so 

that the allocated resources are optimal, because they do not 

know exactly how much is available. Similarly, suppliers 

cannot allocate resources more appropriately to user requests, 

as there is no information on their workloads. 

Cloud computing has made it possible to realize a long-

standing dream which was to transform the use computational 

resources in the form of utility as is the case with electricity. 

The developers with innovative ideas can launch their 

businesses without resorting to a large investment capital 

beforehand. They will not have to worry about over 

provisioning a service if it is underutilized compared to 

forecasts 

Established beforehand and they will not also have to worry 

about the opposite scenario. Nevertheless, the confusion 

remains over exactly what the Cloud is and when it is useful. 

Indeed, there are many definitions and interpretations of cloud 

computing which are searchable from different sources. Cloud 

computing, often referred to simply as "the cloud", is the 

provisioning in the form on-demand service of IT resources 

through applications to data centers data via the internet. 

Payment in the cloud model is pro rata to the use of resources 

by the consumer, this payment model is called "pay-as-you-

go"[32]. In the literature, there are several definitions that are 

based on different aspects of the cloud, but there has not yet 

been a consensus.  

2. LITERATUR REVIEW 
Resource allocation [9], [10] is used to assign available 

resources in an economic manner. In the field of project 

management, resource allocation is the planning activities as 

well as the resources required by these activities while 

satisfying the constraints associated with it: the limited 

resource capacity, the project schedule, etc. As part of any 
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project, resource allocation is the distribution of resources by 

the system to several components according to their request 

submits in the plan. In other domain of applications, the 

allocation of resources is an optimization problem 

combinatory such as the multi-agent problem, where the 

resources are the goal of the problem is to find the best 

allocation of resources to controllers so that all components 

are controlled as much as possible. All the problems cited 

above have been addressed centrally, i.e. the computational 

load required to address the problem was managed by a 

central entity[33]. So the resolution of the problem of 

allocation of resources proceeds by a centralized approach 

that is based on a single central entity. However, in case the 

computational load of the problem becomes very large, the 

central entity may not address the problem adequately, 

because the centralized approach is not a scalable approach. A 

scalable approach is an approach that can address the resource 

allocation problem where there are multiple resources are 

there to allocate and multiple agents are the distributed 

approach [28]. A distributed approach distributes the 

computational load of the problem to all agents within the 

multi-agent system instead of assigning it to a single entity 

central as is the case for centralized approaches. More 

specifically, the task of taking decision-making will be 

distributed to all agents. 

The resource allocation problem is a combinatorial 

optimization problem, where a limited amount of resources 

should be allocated to a certain number of tasks so that the 

most efficient allocation of resources is achieved through the 

optimization of different goals. Resource allocation problem 

goals are usually to reduce overall cost, processing time, 

manage conflicts, and maximize profit, effectiveness or 

compatibility. The resource allocation problem involves 

usually a huge number of integer variables and multiple 

objectives in a space of discrete search, which causes their 

complexity to be NP-complete in the worst case. This nature 

makes methods exact, like integer programming or linear, 

inadequate to deal with the problem of resource allocation, 

and promotes heuristic techniques such as: genetic algorithms 

(GA) [6], [7], simulated annealing (SA), Differential 

Evolution (DE) [5], Particle Swarm Optimization (PSO), and 

Ant Colony Optimization (ACO) to obtain approximate 

solutions.  

The simulated annealing (SA) technique was originally 

proposed to solve the problems related to combinatorial 

optimization [8]. It is a technique to find a better solution for 

an optimization problem by trying random variations of the 

current solution. The main characteristic is that the worst 

variation can be accepted as a new solution with a probability, 

this is the major advantage of SA over other optimization 

techniques.  It is often used when the search space is discrete. 

But in [11], the authors get the initial solution as follows: first 

they maintain a list of all virtual machines in descending order 

based on their loads. Then they have map the first virtual 

machine in the list that has the most workload on a physical 

machine that has the largest residual capacity, and repeat this 

process for the next virtual machine until all virtual machines 

have been allocated to physical servers[34].  

Finally, they get an initial solution as input for the algorithm 

simulated annealing load balancing. Thanks to this initial 

endowment, they can obtain a pretty good initial possible 

solution. Genetic algorithms are optimization algorithms 

based on techniques derived from genetics and natural 

evolutionary mechanisms: crossover, mutations, selections, 

etc. The authors in [3] proposed a genetic algorithm (GA) to 

reach a state of balance between requests and offers to the 

automatic adjustment of price. GA procedures, GA coding 

method, GA fitness function and the three operators of GA 

[14], [15] (Selection operator, Crossing operator, mutation) 

are described in detail [32]. The Particle Swarm Optimization 

(PSO) algorithm is a computational method bionic 

optimization. The algorithm is simple and requires less 

adjustment of settings. The authors in [39] use the algorithm 

to adjust the price of different resources respectively. The 

algorithm has several steps: in the first step the initial price 

vector for each resource will be defined, and then the PSO 

algorithm is used to obtain the optimal solution, on the based 

on the latter the proposed algorithm calculates the total 

demand of the workloads for each resource. More details in 

[4], [16].   

Cloud computing resources are widely distributed with great 

diversity. The real-time dynamic changes in user   

requirements are very difficult to predict accurately. Ant 

colony algorithm heuristics can be used to solve such 

problems. The authors in [11] proposed a method to the 

initialization of the pheromones of each node based on the 

material resources (power processing, memory capacity, 

bandwidth, etc. of the virtual machine[35]. The update day of 

pheromones are carried out at the same time when a new task 

is assigned to a knot. Based on the formula for calculating the 

next hop in the classical algorithm of ant colony, the authors 

proposed a formula to calculate the probability that the ants 

choosing the next point, among the possible nodes. More 

details in [11]. Cloud computing systems are characterized by 

the use of a large pool of computer resources accessible 

through the Internet on demand [12]. It offers a variety of 

resources, such as network, storage, and other computing 

resources to users adopted by IaaS, PaaS, SaaS and other 

forms of service. These resources are huge, heterogeneous and 

distributed [13]; Many strategies are used to provide resources 

to users and they are grouped under the term ―strategies for 

allocating resources‖.  However, the allocation of resources in 

a cloud environment computing is very complex. 

On the other hand, the software agent is a software entity that 

operates continuously and independent of the given 

environment, usually associated with other agents for the 

problem solving. Multi-agent systems have been increasingly 

attracted by researchers in various fields. We propose in this 

article to design a multi-agent system for the allocation of 

resources [20], [21] in cloud computing. Indeed, multi-agent 

systems adapt well to the design of a resource allocation 

system where each member must manage and exchange their 

knowledge and collaborate with others to achieve their goals. 

In addition, in such open, dynamic and complex 

environments, there is a need of distributed data, control as 

well as expertise which makes the use of multi-agent systems 

beneficial.  One of the advantages of Cloud computing lies in 

the possibility offered to users to carry out parallel 

calculations. These consist of dividing an application into 

elementary tasks distributed over several resources that can 

operate simultaneously[36]. 

The objective of this distribution is to improve the 

performance of applications as well as executed compared to 

sequential execution. Furthermore, the tasks constituting the 

distributed applications can be linked by constraints such as 

time and/or data constraints. As a result, the optimal 

management of available resources and the scheduling of 

tasks are fundamental aspects in the parallelization of 

applications. Resource allocation and task scheduling of an 

application consist in determining the resources to be assigned 
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to each of these tasks and the order in which they should be 

performed. Resource allocation and task scheduling issues can 

be classified into two main categories, namely 

[17][18][19][22][23][24][25]: 

Cloud resource modeling defines how to describe 

infrastructure resources in the cloud. This modeling is 

essential for all cloud operations, including the management, 

control and allocation of resources. Algorithms, control and 

optimization are heavily dependent on resource modeling 

chosen by the supplier. The services that the cloud will 

provide to users also depend of this concept. Network and 

computing resources can be described by several 

specifications existing ones, such as: Resource Description 

Framework (RDF) and Network Description Language 

(NDL). However, in a cloud computing environment, it is 

very important that the resource modeling takes into account 

schemas to represent resources virtual machines, virtual 

networks and virtual applications[37]. Virtual resources must 

be described in terms of properties and functionalities. The 

difficulty of matching demand with available resources in the 

cloud is related to the degree of detail that must be taken into 

consideration when description of the resources, if the 

resources are described using a great deal of detail, in 

particular risk that the resource selection and optimization 

phase could become difficult and complex to manage. On the 

other hand, more detail provides more agility and flexibility in 

resource usage[38]. This concept is called the granularity of 

the description of the resources. 

3. PROPOSED SYSTEM 
Resource optimization is a vital task in any cloud-based 

environment. The figure 2 is the proposed model of cloud-

based optimization model using history Kerberos. The 

proposed system has four major components 1. Pool of cloud 

request, 2. History Kerberos, 3. Resource Manager, 4. 

Optimizer and 5. Resource and Process orchestration. 

Pool of cloud request:  Cloud is mainly meant for distributed 

computations. The pool of cloud requests contains all the 

requests generated for the cloud computation. 

History Kerberos: The main task of the history Kerberos is a) 

Tagging b) Appeal resolving c) Logging and d) Notice 

Providing. 

Once the request reached to history Kerberos from request 

pool, the history Kerberos extracts the unique identifier of the 

request. The identifier might be a cloud identifier / hardware 

identifier / user identifier / process identifier etc., the identifier 

is not the scope of this proposal. Based on the identifier the 

tag is examined for any past misconduct or any notice has 

been issued. If any notice has been issued to the request, then 

the history Kerberos will deny the request and keep pending 

for some duration of time as a penalty of the notice. 

Request 

ID 

Request 

Message 

Cloud 

Identifier 

Notice 

Tag 
bits 

Appeal 

bits 

Sequence 

number 

Figure 1: Request Message format 

The duration of the penalty time depends on the level of 

notice. The level of notice is identified by its tag bits (2 bits) 

as given in the figure 1. The tag bits and its penalties are given 

in following table 1. 

 

 

Table 1: Tag Penalty chart 

S. No. Notice Tag 

bits 

Description Penalty Time in 

ms 

1 11 High Risk  1000 second 
2 10 Medium Risk 500 ms 

3 01 Low Risk 250 ms 
4 00 No Risk No Penalty 

 

If the request does not have any tags or any past issues, then 

the history Kerberos generates a new tag, and it would be 

tagged to the request and the request will be forwarded to the 

resource manager. 

The penalty time would be gradually decreased by numbers of 

attempts. For example, A Request R1 has some past issue, and 

it has been tagged as "High Risk" (bits 11). The request R1 

will be given a penalty of 1 second quarantine. The sequence 

number would be 000. After the 1 second of quarantine time. 

The request will be regenerated but the same process. This 

time the notice bits would still in 11 and the sequence bits is 

001. Again, the request R1 would be in the quarantine for 1 

second. The process keeps requesting again and again, for 

every request the sequence bits are incremented until it 

reached to 111. Then, notice bits are updated to 01 meaning, 

the request R1 has received the Medium Risk status. The 

above cycle is repeated until the request R1 gets the status 

"No Risk".  Once the request R1 gets the status "No Risk", it 

will be forwarded to resource manager for further process. On 

every time the request gets the status of "No Risk". The 

appeal bits are updated. More the appeal bits value more the 

chance of getting denied or the resources attached to the 

requested process will be preempted. All these activities 

would be registered in the log files. 

Resource Manager: As the name indicates the resource 

manger, manages all the necessary information regarding the 

resources it has mainly three compartments or three 

components namely list of available resources time of 

allocation and the list of algorithms apart from these three 

components it has resource gateway and optimizer gateway. 

The list of available resources contains the unallocated 

resources which. Time of allocation means it's a log of each 

resource which have been assigned two which process and the 

timestamp of the assignment. And the last one is the list of 

algorithms. The list of algorithms contains the resource 

management algorithms. the resource manager takes the 

particular algorithm for the particular strategy to optimize the 

resources the algorithms it's not the scope of this research. 

Optimizer: The optimizer is the main focus of this research 

article.  The resource manager receives the request from the 

history Kerberos and then forwards to the optimizer. The 

optimizer extracts the necessary data from the request namely 

requesting process, unique identifier of the process, tags and 

ID. As said earlier each request is associated with a tag, ID the 

optimizer get all the information regarding to their request. 

Once the optimizer gains the request tag and ID it starts the 

optimization task based on their level of the notice tag bits. 

The process may be granted do access the resources or it may 

be on the hold for some duration until the appeal process 

completes. The process will gain access of their resources one 

and only if its notice tag bits come to 00 value. The optimizer 

employees' resource leveling algorithms, resource smoothing 

algorithms or reverse resource allocation schemes. 

Resource and Process orchestration: Once the optimizer 

grants the permission to access the resources, then the 

optimizer links the process to the resource and process 

orchestration area. Based on the information maintained by 
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the resource manager, the process will be allocated to the 

requested resources. Otherwise, the process will be held in the 

resource queue. During the process of utilizing the resources 

by the process, the resource manager updates the necessary 

information from the resource and process orchestration area. 

 

 

 

Figure 2: The proposed model of cloud-based optimization model using history Kerberos 

 

4. ANALYSIS 
Cloudsim simulator has been used to simulate the proposed 

algorithm. 20 resources have been taken (R1, R2, …..R20). 

Each resource is given with a random arrival time, random 

burst time and Appeal time by the simulator. Below are the four 

random case scenarios have been shown in Table 2 trough 

Table 5 with its corresponding figures. For the purpose of 

explanation, the arrival time, utilization time and response time 

of R13, R14 and R15 in the Table 1 is same 1.955, 7.454 and 

0.665 respectively. But they have different penalties and appeal 

time, 2, 10 and 6. Hence, R13 got the resources at 8.9 ms, R14 

got the resources at 36.66 ms and R15 got the resources at 

22.78 ms. 
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Table 2: Simulator result of random scenario 1 

Requ

est / 

Proce

ss 

Arrival 

time 

utilizat

ion 

time 

response 

time 

waiting 

time 

app

eal 

time 

Penalty 

in ms 

Resource 

allocation 

time 

R1 0.557 1.635 0.243 2.609 10 0.765 26.64 

R10 0.604 1.776 0.264 2.833 8 0.831 23.27 

R6 0.756 2.219 0.331 3.542 4 0.039 14.92 

R8 0.756 2.219 0.331 3.542 4 0.039 14.92 

R9 0.756 2.219 0.331 3.542 9 0.039 32.63 

R11 0.782 2.982 0.266 1.388 4 0.978 6.33 

R20 0.833 3.175 0.283 1.478 5 0.041 8.22 

R2 0.835 2.452 0.365 3.913 4 0.148 16.49 

R7 1.007 2.959 0.441 4.722 4 0.385 19.90 

R16 1.041 3.968 0.354 1.848 9 0.301 17.67 

R18 1.041 3.968 0.354 1.848 10 0.301 19.52 

R19 1.041 3.968 0.354 1.848 9 0.301 17.67 

R12 1.173 4.472 0.399 2.082 6 0.466 13.67 

R17 1.388 5.291 0.472 2.463 3 0.735 8.78 

R3 1.391 4.087 0.609 6.522 10 0.913 66.61 

R4 1.391 4.087 0.609 6.522 7 0.913 47.04 

R5 1.391 4.087 0.609 6.522 6 0.913 40.52 

R13 1.955 7.454 0.665 3.470 2 0.856 8.90 

R14 1.955 7.454 0.665 3.470 10 0.965 36.66 

R15 1.955 7.454 0.665 3.470 6 0.444 22.78 

      

Aveg. 23.16 

 

 

Figure 3: Simulator result of random scenario 1 

 

 

 

 

Table 3: Simulator result of random scenario 2 

Reques

t / 

Process 

Arrival 

time 

utilizatio

n time 

response 

time 

waiting 

time 

appe

al 

time 

Penalty 

in ms 

Resource 

allocation 

time 

R1 0.557 1.635 0.243 2.609 2 0.765 5.77 

R10 0.604 1.776 0.264 2.833 2 0.831 6.27 

R6 0.756 2.219 0.331 3.542 3 0.039 11.38 

R8 0.756 2.219 0.331 3.542 5 0.039 18.46 

R9 0.756 2.219 0.331 3.542 9 0.039 32.63 

R11 0.782 2.982 0.266 1.388 5 0.978 7.72 

R20 0.833 3.175 0.283 1.478 6 0.041 9.70 

R2 0.835 2.452 0.365 3.913 9 0.148 36.05 

R7 1.007 2.959 0.441 4.722 9 0.385 43.51 

R16 1.041 3.968 0.354 1.848 1 0.301 2.89 

R18 1.041 3.968 0.354 1.848 3 0.301 6.58 

R19 1.041 3.968 0.354 1.848 1 0.301 2.89 

R12 1.173 4.472 0.399 2.082 3 0.466 7.42 

R17 1.388 5.291 0.472 2.463 5 0.735 13.71 

R3 1.391 4.087 0.609 6.522 9 0.913 60.09 

R4 1.391 4.087 0.609 6.522 2 0.913 14.43 

R5 1.391 4.087 0.609 6.522 9 0.913 60.09 

R13 1.955 7.454 0.665 3.470 10 0.856 36.66 

R14 1.955 7.454 0.665 3.470 3 0.965 12.37 

R15 1.955 7.454 0.665 3.470 10 0.444 36.66 

      

Aveg. 21.26 

 

 

Figure 4: Simulator result of random scenario 2 

Table 4: Simulator result of random scenario 3 

Requ

est / 

Proce

ss 

Arriv

al 

time 

utilizat

ion 

time 

respon

se time 

waitin

g time 

appea

l time 

Penalty 

in ms 

Resource 

allocation 

time 

R1 0.557 1.635 0.243 2.609 8 0.765 21.43 

R10 0.604 1.776 0.264 2.833 4 0.831 11.94 

R6 0.756 2.219 0.331 3.542 8 0.039 29.09 

R8 0.756 2.219 0.331 3.542 10 0.039 36.17 

R9 0.756 2.219 0.331 3.542 1 0.039 4.30 

R11 0.782 2.982 0.266 1.388 2 0.978 3.56 

R20 0.833 3.175 0.283 1.478 8 0.041 12.66 

R2 0.835 2.452 0.365 3.913 3 0.148 12.57 

R7 1.007 2.959 0.441 4.722 9 0.385 43.51 

R16 1.041 3.968 0.354 1.848 5 0.301 10.28 

R18 1.041 3.968 0.354 1.848 1 0.301 2.89 

R19 1.041 3.968 0.354 1.848 10 0.301 19.52 

R12 1.173 4.472 0.399 2.082 6 0.466 13.67 

R17 1.388 5.291 0.472 2.463 5 0.735 13.71 

R3 1.391 4.087 0.609 6.522 1 0.913 7.91 
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R4 1.391 4.087 0.609 6.522 2 0.913 14.43 

R5 1.391 4.087 0.609 6.522 10 0.913 66.61 

R13 1.955 7.454 0.665 3.470 7 0.856 26.25 

R14 1.955 7.454 0.665 3.470 10 0.965 36.66 

R15 1.955 7.454 0.665 3.470 3 0.444 12.37 

      

Aveg. 19.97 

 

 

Figure 5: Simulator result of random scenario 3 

Table 5: Simulator result of random scenario 4 

Reque

st / 

Proce

ss 

Arrival 

time 

utilizati

on time 

respon

se time 

waiting 

time 

appea

l time 

Penalty in 

ms. 

Resource 

allocation 

time 

R1 0.557 1.635 0.243 2.609 10 0.765 26.64 

R10 0.604 1.776 0.264 2.833 4 0.831 11.94 

R6 0.756 2.219 0.331 3.542 7 0.039 25.55 

R8 0.756 2.219 0.331 3.542 6 0.039 22.00 

R9 0.756 2.219 0.331 3.542 8 0.039 29.09 

R11 0.782 2.982 0.266 1.388 5 0.978 7.72 

R20 0.833 3.175 0.283 1.478 2 0.041 3.79 

R2 0.835 2.452 0.365 3.913 4 0.148 16.49 

R7 1.007 2.959 0.441 4.722 8 0.385 38.78 

R16 1.041 3.968 0.354 1.848 4 0.301 8.43 

R18 1.041 3.968 0.354 1.848 5 0.301 10.28 

R19 1.041 3.968 0.354 1.848 8 0.301 15.82 

R12 1.173 4.472 0.399 2.082 9 0.466 19.91 

R17 1.388 5.291 0.472 2.463 1 0.735 3.85 

R3 1.391 4.087 0.609 6.522 2 0.913 14.43 

R4 1.391 4.087 0.609 6.522 4 0.913 27.48 

R5 1.391 4.087 0.609 6.522 4 0.913 27.48 

R13 1.955 7.454 0.665 3.470 8 0.856 29.72 

R14 1.955 7.454 0.665 3.470 1 0.965 5.43 

R15 1.955 7.454 0.665 3.470 6 0.444 22.78 

      
Avg. 18.38 

 

Figure 6: Simulator result of random scenario 4 

5. CONCLUSION 
The proposed cloud-based resource allocation yields the 

significant result with the help of history Kerberos. The 

definition of new request format that is shown in figure 1, has 

played a vital role in identifying the nature of the request and to 

identify the penalties associated with the requested process. The 

penalty time and the decrement of the appeal cycle may be 

varied and must follow the policy of resource management. 

Unauthorized request can be dealt with any security algorithms 

to make the system rigid and safe. The issues and misconduct 

of the requisition system or process also defined in the resource 

allocation policy. 
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