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ABSTRACT 

Heat waves have become one of the major calamities in the 

present world because of global warming and the rise in 

temperature. Exceptional temperatures that are recorded over 

a period can be known as extreme heat events or heat waves. 

Even though heat waves are less exciting than other disasters 

like floods, tornados and earthquakes, they are an equivalent 

hazard to the existence of life on earth. It is critical to forecast 

heatwaves throughout the year and take the necessary 

precautions to avoid losses. Due to the advancement in 

machine learning (ML) techniques, ML can become handy in 

predicting heat waves. Our main objective is to study different 

existing ML algorithms that can be used to predict extreme 

heat events. The main approach to this study is to review the 

existing studies of machine learning techniques like the use of 

regression algorithm, K-Nearest Neighbour algorithm, Deep 

Learning algorithms and other significant ML algorithms that 

are being used to predict heatwaves and heatwave-related 

predictions. This research study will help to compare and 

contrast different ML algorithms to help this research derive 

the best ML model that can be developed for future heat wave 

predictions. 
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1. INTRODUCTION 
Heatwaves have become a rising threat to life on earth. The 

recent report on climate science by the U.N indicates that the 

extreme heat wave that used to strike once every 50 years is 

now experienced very frequently due to human-induced 

climate change[1]. Also, the report predicts that the 

temperature will continue to increase with global warming. 

The earth's temperature is governed by how much heat energy 

from the sun is directed at it and how much of that energy is 

contained by the greenhouse gases in the earth’s atmosphere. 

Global warming has very adverse effects on human life. 

Drought, hunger and local disputes over resources killed 

hundreds of thousands of people in some parts of Africa. [2].  

Extreme hot weather, along with high humidity, is known as a 

heat wave, which is a consequence of global warming. These 

heatwaves are hard to explain in terms of natural climatic 

changes without human-made climate variations. The severe 

2003 heat wave, according to the World Health Organization 

(WHO) and different national studies, resulted in around 

70,000 more fatalities, especially in France and Italy. Heat 

waves cause widespread agricultural loss, several wildfires 

and diseases[3]. Heat waves can affect the quality of the water 

encouraging the growth of hazardous algae that can produce 

toxins in drinking water, bodies, increasing the population's 

danger of poisoning[4] 2016. 

It is very important to measure the heatwaves to estimate the 

danger it brings upon the human life. A threshold must be 

established to determine whether temperature levels above the 

average should be deemed a heat wave. The threshold 

includes not only the ambient temperature but also the thermal 

sensation encountered by people, relative humidity and human 

activities as factors[4]. The most well-known heat index has 

been recommended by the United States National 

Oceanographic Administration (NOAA). But the main 

drawback to the heat index is the lack of access to relative 

humidity information. These researchers discovered that basic 

indices based only on temperature may be the most useful for 

use in alarm systems, but that for regional analysis, all of the 

relevant temperature thresholds should be incorporated[5].  

Heat waves can have a greater impact on highly populated 

places than on other locations. Preventive measures can be 

taken against heatwaves by creating sustainable cities and 

communities. That is, establishing settlements that are 

resilient, safe and sustainable as an adaptation to extreme 

heat[6].  

Heat waves due to global warming and climate change have 

become a global issue. The negative impact of heatwaves on 

human life and society is tremendous. It is very important to 

predict extreme temperatures in the future to mitigate the 

consequences. Machine learning (ML) algorithms like 

artificial neural networks can be used to build climate models 

to identify heat waves[7].  The average temperature over a 

period can be used as data to the machine learning models to 

predict the thermal waves. 

With the use of the implications of the foremost literature, this 

study presumed that the application of machine learning 

techniques can be used to predict the heatwaves. Therefore, 

this study has deduced two objectives. 

1) To investigate the use of ML techniques to predict 

the heatwaves to mitigate the hazard caused to the 

human life and environment. 

2) To discover means to inspire the climate scientist 

and researchers to initiate their work on heatwave 

prediction and climate changes. 

The review conducted in this study has assessed previous 

literature available on heat wave prediction using ML 

techniques using a group of keywords namely heatwaves, 

weather changes, climate changes, global warming, heatwave 

prediction using ML and machine learning techniques. This 
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study which exploits these keywords to review the proposed 

and implemented methods, models and applications in 

predicting the heatwaves using ML techniques.  

2. LITERATURE REVIEW 

2.1 Heat wave prediction using Regression 

Algorithm 
Global warming and the temperature rise have caused severe 

heat events to occur in several parts of the world. Heat waves 

can cause severe damage to human life. Predicting the 

occurrence of heat waves is crucial in preventing human 

deaths from privations and sickness. A statistical model can 

be proposed to predict the heat waves in a chosen area. A 

Quantile Regression model was proposed to predict the heat 

waves in Pakistan. The dataset used to train this model 

contains the daily temperature data from Princeton's Global 

Meteorological Forcing (PGF). The variables used to train the 

model was selected from data collected from National Centers 

for Environmental Prediction (NCEP). The model was able 

forecast the days of occurrence of heat events and the 

departure dates in three months May, June and July with an 

accuracy of about ±5 days. The evaluation of the variables 

used in the training of the model revealed that the relative 

humidity and the wind were two determining factors of the 

heat in Pakistan. Furthermore, the performance of the 

Quantile Regression model (QRF) was compared to that of 

the Random Forest model (RF). QRF produced better 

predictions compared to RF, proving its efficacy [8]. 

The [9] publication from the EGU Assembly held in April 

2015 in Vienna shows that there is a huge impact of 

urbanization on extreme temperatures, leading to severe heat 

events occurring in metropolitan areas. To mitigate 

temperature in the urban areas, this impact has drawn much 

attention. The research study [10] integrates spatial analysis 

(satellite measurements), ground based measurements and 

machine learning to create a model that can predict the urban 

areas with extreme heat waves. Using sensors mounted to 

automobiles with a global positioning system (GPS), 

temperature data was collected from a few urban cities on 

days with temperatures in the 90th percentile of historic 

averages. A Random Forest Regression model was used to do 

predict temperatures with high predictive power and low Root 

mean square error (RMSE). An evaluation technique of cross 

validation was done to avoid the over fitting of data. 70 

percent of the data was used for training the model and 30 

percent was used for testing [10].  

A quantile regression model is trained to predict the urban city 

temperature. The dataset used combines sensor data from 

different sources, data from spatial and meteorological 

predictors. All this data was collected between June 25 and 

June 30, 2019, and a total of 85,942 data points were used. 

The data collected (16 per cent) on 30th June was used to test 

the model. The model was evaluated in terms of RMSE. The 

objective of this study is to create high resolution temperature 

maps of urban areas to see extreme heat events and avoid the 

serious ill effects that can occur[11]. 

An overpopulated metropolitan city of Seoul in South Korea 

was chosen as the area of the study to create a model that can 

predict extreme heat events. From 2013 to 2017, the next-day 

maximum and lowest air temperatures were acquired from 25 

Automatic Weather Stations (AWSs) run by KMA in Seoul 

throughout July and August. The current day's maximum and 

lowest air temperatures were calculated using hourly air 

temperature data from the 25 (AWS)s. Some of the feature 

variables used to train the model were Latitude, longitude, 

elevation, slope, and solar radiation. Machine learning (ML) 

models were used to create prediction models on the data. 

Random Forest model  which is the best model for multi-class 

classification and regression problems[12][13] was trained. 

Second model, an Artificial neural network (ANN) which has 

a networked structure that mimics the functions and 

connections of actual neurons in the human brain was used 

[14][15]. Also, a Support Vector Regression algorithm (SVR) 

was used to result prediction with minimum errors. Finally, a 

Multi Model Ensemble was used after comparing the results 

of other ML models. MME combines multiple ML models to 

achieve better accuracy and resilience [16][17].  

Global warming has caused a high heat flow in the region of 

Antarctica. High Geo Thermal (GT) heat flow can thwart the 

glaciers in the arctic region [18]. Melting of Ice in the 

northern region can result in numerous adverse effects like sea 

level rising, impact on climate to cause extreme weather 

events, extinction of vulnerable animal species, etc. A Radient 

Boosted Regression Tree algorithm is used to predict GT heat 

flow in Antarctica. Dataset was created by collecting several 

reliable geophysical and geological global datasets. The 

normalized root-mean-square error (RMSE/mean) of the test 

set, as well as the model score and R2 score, are calculated in 

the same way as [19]. In the test set, the established prediction 

model has an R2 score of 0.44 and a relative RMSE of 29%. 

For the model evaluation the predicted values are compared 

with the actual values [20].  

Land Surface Temperature (LST) observed by satellites is an 

important factor in predicting heat waves. But due to the 

disturbances from the clouds, the clarity of the LST recorded 

can be poor, which can affect the poor prediction of the 

heatwaves [26]. A regression model was developed to predict 

the LST, which will be used in accurate heatwave prediction. 

The LST predicted using the ML model will fill in the gap 

between the satellite predicted LST and the actual LST[21]. 

The heatwave days per annum in Iran were predicted by 

extracting the daily temperature from 27 points and trained 

using Ada-Boost Regression and decision tree (ABR-DT). 

The feature variables used to train the data were extracted for 

four different pressure levels. The model was evaluated by a 

grid-point based evaluation by obtaining a corelation 

coefficient of about 0.86 and a mean squared error of 6.929. 

The research work identified the best set of feature variables 

to predict the heatwave days in a year [22]. 

There are few existing systems that can predict the number of 

heat strokes. Most of these systems are developed only using 

meteorological variables, and none of the socio-economic 

variables are in cooperation, which leads to a lack of 

verification of these models and poor accuracy[23]. A 

machine learning model was developed using both 

meteorological and economic variables to predict heat stroke 

to reduce the impact of the extreme heat events that occur in 

the cities of China. The daily heat stroke occurrences of 

certain cities in China in 2012- 2014 were collected. The 

socio-economic variables were collected from the statistical 

year books of the cities in China. The novelty of this study is a 

search index factor is used in the model. The term “Heat 

Stroke” was used as the key word. The network search data 

was compiled using China's most popular search engine. The 

search index was provided daily as a public data source, and it 

was proven to have a greater connection with other 

meteorological characteristics such as temperature and 

relative humidity, demonstrating that the search index is a 

reasonable predictor [23]. A Random Forest model was used 
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to train the data. The Boruta algorithm was used to filter the 

variables and maybe shorten the time it took to calculate the 

follow-up random forest model establishment [24]. 90 per 

cent of data was trained and 10 per cent was used for testing 

and validation. The model performance was analysed using 

the linear fitting approach, and the model fitness was 

measured using linear R2[25]. 

Occurrence and the impact of heatwaves is higher in urban 

areas than the rest. The extreme temperature in the urban areas 

can greatly affect the vulnerable population like the elderly 

and the infants [26][27][28]. The fatality rates due to 

heatwaves were greater than 4000 in the urban city of Paris in 

the year 2003 [29]. Predicting higher air temperatures can be 

helpful in designing early warning systems to alert the 

population of extreme heat events. Crowd sourced data of 

higher air temperatures in the city of Berlin was used to train 

ML models like Random Forest (RF), Stochastic Gradient 

Boosting, and Model Averaged Neural Network comparativel. 

RF model performed well with a R2of 0.512. One of the 

novelties of this work is that it is done using open source 

datasets and therefore can be adapted to predict extreme 

temperatures in other parts of the world[30]. 

2.2 Heat Wave Prediction using K-Nearest 

Neighbour Algorithm 
A prediction tool was designed integrating the K-Nearest 

Neighbors model and weighted moving average algorithm to 

predict the flood and heatwaves that can occur using the 

weather data obtained from the city of Mangalore, India. A 

heat wave is recognized by looking for abnormal temperature 

behaviour in weather data over a long period of time. The 

model was evaluated by comparing the predicted temperature 

against the actual average temperature [31]. 

Extreme climatic events and heatwaves can destroy 

cultivation due to the lack of irrigation and finally can result 

in droughts. Drought forecasting is extremely useful in 

providing early warning and preparing the most vulnerable 

areas for the worst effects of drought. Three ML models the 

K-Nearest Neighbours, Support-Vector machine and Artificial 

Neural Network were used to create a model to forecast 

droughts. The data set consist of data obtained from National 

Centres for Environmental Prediction/National Centre for 

Atmospheric Research (NCEP/NCAR) reanalysis database. A 

unique feature selection technique called Recursive Feature 

Elimination (RFE) was also employed for the first time in 

drought modelling to determine optimum sets of predictors. In 

validation, KNN, which was utilized for the first time in 

building drought models, performed poorly when compared to 

SVM and ANN-based drought models. The main limitation of 

this study is the use of one dataset can lead to some 

uncertainties of prediction [32]. 

2.3 Prediction of Heatwaves using Deep 

Learning Algorithms 
Extremely hot summers and heatwaves pose a serious threat 

to human life, even though people are not as conscious of 

heatwaves as they are of other calamities. There were so many 

reported incidents of high death tolls due to extreme 

heatwaves over many parts of the world, like over Russia in 

2010[33], [34]or during the summer of 2021 in North 

America[35] or in western Europe during the summer of 

2003[36]. Therefore, predicting heatwaves is important to 

mitigate the losses. A physics driven approach to predict 

heatwaves need a significant amount of computational cost, 

time and resources. Deep neural network models can 

overcome these challenges and perform well in heatwave 

predictions [37]. A Convolution Neural Network (CNN) was 

used to train a very large dataset consisting of 1000 years of 

climate model data with the use of Transfer Learning. The 

training and the test datasets were split into 900 and 100 

years, respectively, by random sampling. This was a 

supervised classification problem trained using a CNN with a 

4 layered architecture. Under sampling techniques were used 

to overcome the challenge of having imbalanced classes in the 

training set to predict the rare events.[38]. In predicting high 

intensity heatwaves Transfer Learning was used since under 

sampling can degrade the performance [39]. 

Marine Heat waves (MHW) can be a huge threat to the 

aquatic fauna, flora and millions of humans whose main 

livelihood depends on the sea. Marine heatwaves can be a 

great impact to the biodiversity in and out of the ocean. The 

extreme heat event occurred in 2011 destroyed hundred 

kilometres of underwater ecosystem wiping out very rare 

species of aquatic plants like kelp forests, seagrass meadows, 

and coral reefs in the western coast of Australia [40]. It is 

important to forecast these extreme under water events to 

prevent the aquatic life. The research work suggests to train 

several modified CNN like Spherical CNNs, CNN-LSTMs, 

CNN-AEs and GANs and GNNs on Spatiotemporal data.The 

evaluated CNNs were integrated to achieve a better MHW 

prediction [41]. LSTM a recurring neural network was 

integrated with the existing convolution neural network to 

train on satellite temperature data to predict the Ocean heat 

waves in Korea. The prediction of the model was evaluated by 

the RMSE between the predicted and observed values [42]. 

2.4 Prediction of Heatwaves using other 

ML Algorithms 
The industrialization and and the high emission of harmful 

gases into the atmosphere have caused a rise in the 

temperature of the earth. A predictive model was created 

using cellular automata (CA) and artificial neural networks 

(ANN) to predict the surface temperatures. The land satellite 

images from five-year intervals from 1995-2020 were used to 

create a dataset to train the models to forecast temperature. 

Study computed overall accuracy, user accuracy, producer 

accuracy, and Kappa statistics. Regression analysis was used 

to check the accuracy. One of the limitations of this study was 

the CA model has limited ability to identify the explicit 

relationship between the influential variables [43].  

Predicting the heat wave days in a year is important to get 

prepared for the losses that may have to be faced in the future. 

Many of the heat wave prediction models perform poor due to 

the constant and inevitable changes in the climate [44]. The 

change in the ocean-atmospheric variable can affect the 

performance of these forecast models in higher levels. 

Therefore, a constant update in the models is vital to maintain 

the models reliable. A heat wave day (HWS) prediction model 

was developed using the Atmospheric Research reanalysis 

data to predict the occurrence of heatwaves in Pakistan. The 

machine learning models used in the work are Support Vector 

Machines (SVM), random forest and artificial neural 

networks. The SVM model was selected comparatively based 

on its best performance, with an R2 value of 0.86, to predict 

the heat wave days. An approach of updating the link between 

the predictor and predictor was used  to update the model 

constantly to keep up with climate change[45]. 
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Extreme weather conditions like heatwaves can be forecasted 

by proper prediction of temperature [46]. Time Series Time-

Delay Neural Network, a feedforward network was trained on 

the temperature dataset obtained from the Morocco 

meteorological administration to predict accurate temperature. 

The model predicted results with a corelation coefficient R of 

about 0.99. The model predicted temperatures were evaluated 

against the actual temperature values [47]. 

2.5 Prediction of Heat Wave Related 

Factors 
The climate issue has resulted in high-intensity heatwaves that 

have wreaked havoc on human existence and caused 

innumerable deaths. It is very important to take actions to 

prevent and minimize the damages caused by these heat 

events. Depending merely on the human instincts in taking 

measures to disaster can lead to unproductive decision-

making. Artificial intelligence-based analytical models can be 

used to make effective solutions during catastrophe response. 

A Random Forest model, a strong ML model that can be 

applied both for classification and regression [48] was used to 

predict the heat wave related damages. The dataset was 

created using the statistical, meteorological, and floating 

population data from South Korea in the years 2015-2018. 

The Random Forest model was evaluated by comparing other 

traditional regression models in terms of the coefficient of 

determination, mean absolute error, root mean squared error, 

root mean squared logarithmic error, and mean absolute error 

(R2). The suggested model has an R2 value of 0.804 in a 

comparison with observed data. The loss functions were used 

to evaluate the results with the actual values. The loss 

functions of the random forest model used in this study were 

the Mean Absolute Error (MAE) and the Mean Square Error 

(MSE) [49] 

While predicting heatwaves are important its vital to predict 

the heat deaths to understand the intensity of the heatwaves. 

Heat deaths can occur by exposure to the excessive heat. 

Predicting the number of heat deaths can give us an idea about 

how much the heatwaves going to affect the human life. A 

zero-inflated regression model was trained on Korean 

statistical data to predict the number of heat deaths in Korea. 

Some of the main parameters on which the model was 

developed are the weekly mean of the daily temperature, the 

number of elderly people in the area, the number of heatwave 

days and the vulnerability of people to heatwaves. The model 

was evaluated by comparing the predicted number of heat 

deaths with the actual number of heat deaths [50]. Another 

regression model was used to predict the number of deaths 

due to heat disorders (NDHD). This model assesses the direct 

impact of heatwaves on the human fatality rates. The model 

was trained on the National Statistics database on deaths due 

to heatwaves in the period 1994–2012. The model produced a 

high R2 value of 0.96 and a very low mean square error of 1.4 

deaths. The model was evaluated by using scatter and time 

series plots to compare the estimated and observed fatalities. 

Also, the prediction results from this model show that there 

will be extreme heatwaves in the year 2050 that will cause 

about 250 deaths[51]. 

3. RESEARCH METHODOLOGY 
A systematic literature review has been conducted to study 

and review the recent literature on heatwaves and heatwave-

related predictions with the aim of discovering how much 

work has been done using ML techniques in heat wave 

prediction. Searching online research databases such as 

Google Scholar, IEE Explorer and Science Direct yielded 

high-quality research articles. Specific keywords were used to 

search both conference and journal articles in the database. 

Only recent research studies (from 2016 to 2021) were chosen 

for the review. After the selection of relevant research work, a 

filtration process was carried out to select the best quality and 

most relevant articles. 

The online databases were searched with the keywords 

"Heatwave prediction using machine learning" and "Extreme 

temperature prediction using machine learning". When 

searching the databases, there were filters applied to only 

show the research articles that had been done after the year 

2016. Only the articles related to subject areas Environmental 

science or Computer Science were selected. 31 articles which 

are most relevant and most recent were selected for 

thescreening process. The acquired research articles were 

filtered with the following inclusion and exclusion factors. 

Inclusion Factors 

 Topics related to heatwave and heatwave related 

predictions. 

 Only the predictions using machine learning 

techniques. 

 Only the articles technically addressing the 

heatwave prediction. 

Exclusion Factors 

 Physics-driven heatwave prediction articles. 

 Literature reviews on the heatwave predictions. 

After the exclusion of the 31-research article used for the 

screening process, finally 20 articles were selected for the 

review of this study. Figure 1 shows the systematic 

filteringprocess of the research works.
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Fig 1: Systematic filtering process of the research works 

4. RESULTS 
A deep analytical literature review was done on 17 out of 20 

(85%) papers which included work on heatwave predictions 

(HWP). When reviewing this category, the research works 

were categorized according to the ML algorithm used by the 

research work. 7 out of 17 (41%) papers were reviewed under 

the topic “Heatwave predictions using Regression models”.  2 

papers out of 17 (12%) were reviewed under the topic 

“Heatwave predictions using Random Forest models”.  2 

papers (12%) were reviewed under the topic “Heatwave 

predictions using K-Nearest Neighbour models”. 3 out of 17 

papers (18%) were under the topic “Heatwave predictions 

using Deep Learning models”. The rest of the 3 papers were 

studied under the topic “Heatwave predictions using other ML 

models”. This approach of study allows us to investigate the 

application of different ML algorithms in predicting the 

heatwaves. 

Apart from the heatwave predictions its crucial to 

predict the heatwave related factors too. Identification of how 

much damage and deaths can an extreme weather like 

heatwaves can cause allow us to predict the intensity of the 

heatwaves. This also will help in taking necessary measures in 

protecting human lives and properties. Therefore 3 such 

research works were reviewed under the topic “Heatwave 

Related Predictions”. 

 

5. DISCUSSION. 
In this study, the research articles were reviewed to 

understand the key points such as the ML algorithm used, the 

dataset used, the evaluation of the model, and the limitations 

of the work. This kind of study can give a complete idea of 

how much work has been done in heatwave prediction and 

can pave the way for future developments in this area. 

Few of the research papers reviewed in this literature review 

used multiple algorithms or the integration of multiple models 

to forecast heatwaves. But when grouping according to the 

used ML algorithms, the model that is primarily used for the 

study is used. This study not only reviews the heatwave 

prediction work but also considers the work related to the 

heatwaves. Predicting the damage and deaths caused by 

heatwaves is as important as predicting the heatwaves 

themselves to take necessary prevention measures.  

The databases like IEEE and Science Direct yielded very few 

results when the keyword "Heatwave prediction using ML" 

was used to search. When the same keyword was used in 

other databases like Microsoft academic and Taylor and 

Francis online, it yielded no results at all. That is one reason 

the authors had to search a social research platform like 

Google Scholar. When the same keyword was searched in the 

database Google Scholar, it produced considerably large 

results. But the relevance of the work was not compatible. So, 

a great effort was made to select the most recent and most 

relevant work (31 articles) for the screening process. Since 

there were low results for the keyword "heatwave prediction 

using ML," another related keyword, "extreme temperature 

prediction using ML," was used. 

The result of this study shows that 41% of the literature used 

regression models for prediction. Although there are so many 

advancements in the ML field, like the latest deep learning 

and transfer learning techniques, a considerably low amount 

of work has been done using those models. Even when 

searching the databases, the results of literature using deep 

learning for heat wave prediction were low. This work 

emphasizes the fact that more work can be done to predict 

heatwaves in the future using advanced ML techniques like 

deep learning. 

6. CONCLUSION, LIMITATIONS, AND 

FUTURE DEVELOPMENTS. 
This systematic literature review has been done by deeply 

reviewing recent studies on heatwave predictions. For the 

review, the research works were filtered and methodically 

analyzed. The results of this show how much work has been 

done in heatwave predictions using different ML models. 

According to the results, regression models are widely used 

for heatwave predictions, and the amount of work that has 

been done using the other ML models is considerably low. 

Significantly, the literature using advanced ML techniques 

like deep learning models is low. 
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One of the limitations of this work is that there is not adequate 

recent literature available in the databases. The amount of 

work done in the field of heatwave prediction is very low, 

even though heatwaves are a major climate threat. A greater 

effort was put into selecting research papers needed for the 

screening process. After the exclusion of papers, limited 

number studies are eligible for the review. 

Since there are so many recent advancements in the use of 

ML techniques, a better heatwave prediction system can be 

built using deep learning models and transfer learning with 

better accuracy and performance as the future development of 

this literature review. 
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