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ABSTRACT 
Nowadays, people use emojis in their text to communicate their 

sentiments or summarize their words. Prior artificial intelligence 

(AI) strategies only included the order of text, emoticons, pictures, 

or emoticons with text have always been disregarded, resulting in 

a slew of feelings being overlooked. This study proposed a 

calculation and technique for opinion investigation using both text 

and emoticon. Awell-known sentiment analysis algorithms were 

inspected, including rule-based and classification algorithms, to 

assess the effect of enhancing emoticons as extra elements to 

further develop the algorithm performance. Emoticons were 

likewise converted into relating sentiment words when con-

structing features for correlation with those straightforwardly 

created from emoticon name words. Furthermore, considering 

various elements of emoticons in texts, all posts were classified in 

the dataset by their emoticon use and inspected the progressions 

in algorithm performance. Here, two methods of information were 

examined in joined mode with AI calculation for observing 

feelings from the Twitter-based Covid-19 dataset using a few 

highlights. Several classification techniques are used which are 

Random Forest, Supported Vector Machine, Gradient Boosting, 

K-Neighbors and Latent Dirichlet allocation (LDA). This study 

demonstrates that whenever emoticons are used, their related 

feeling rules the opinion passed on by text-based information 

investigation. 
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1. INTRODUCTION 
Sentiment analysis targets investigating and separating 

information from the abstract data distributed on the Internet. 

Because of its tremendous scope of educational and various 

applications as well as remarkable development of Web, feeling 

examination has been a very important exploration field in 

information mining and natural language processing (NLP) as of 

late [1]. 

Sentiment analysis is a type of data mining that uses natural 

language processing (NLP), computational phonetics, and 

message examination to extract and dissect abstract data from the 

web, primarily from web-based media and comparative sources. 

The broken-down information evaluates the overall population's 

opinions or responses to specific items, individuals, or thoughts 

and reveals the logical extreme of the data. Feeling analysis uses 

information mining cycles and strategies to concentrate and 

capture information for investigations to comprehend the 

emotional assessment of an archive or assortment of reports, such 

as blog entries, surveys, news stories, and online media channels 

such as tweets and announcements[2]. Sentiment analysis, also 

known as “opinion mining,” can tell you whether there has been 

an adjustment in general assessments of any aspect of a 

business. Peaks or valleys in opinion scores give a spot to 

start making item upgrades, training deals or customer service 

representatives, or launching new advertising campaigns. 

Feeling investigation is not a one-time task. By auditing 

clients' criticism regularly, it becomes more proactive in 

terms of changing elements in the commercial center [3]. 

One of the most common uses of sentiment analysis is to 

assign a class to a message‟s text. Sentiment classification 

can be a binary (positive or negative) or multi-class (positive 

or negative or neutral) issue, depending on the dataset and 

explanation[4][13].Data Analysis is the process which 

contains collection, cleaning, transformation,and modelling 

of data to catch significant datafor different cycles for making 

a decision [5][20]. The primary usage is to gather data from 

the crude data. Data passes on sequences of steps like 

gathering, collection, cleaning, analysis, interpretation,and 

visualization. At first,the requirement for data analysisought 

to be found out.At this point the chosen information ought to 

be gathered from any social data source. The vital point is to 

clean data, the data ought to be blunder free, for that every 

one of the undesirable subtleties like duplicated records, 

blank areas, and missteps will be eliminated fromthe gathered 

dataset. In the Analysis step, the basic investigation will be 

finished on the cleaned and handled data. In the wake of 

analysis, the data will be deciphered either in the type of 

basic words or graphs or tables, and so on. The last step is 

perception, where the outcomes will be picturedas graphs, 

charts, and so forth. 

2. RELATED WORKS 
Data can be classified by dividing it into two main parts, 

namely, train and test. It could use 70% of the data for 

preparing the model, and 30% for testing. The final results 

are those obtained during testing [4]. Opinions can be 

comprehensively classified into three categories, such as 

positive, negative, and neutral. At this point in them 

ethodology of sentiment analysis, each abstract sentence 

identified is delegated as positive, negative, great, excellent, 

awful, so bad, like, dislike, extremely like or dislike, and do 

not care [5]. 

The authors of [6] gathered and sent Twitter tweets for text 

preprocessing and isolating the words into tokens utilizing 

tokenization strategy; it then separated those features by 

developing the scores and polarity of the tweets. The 

performance and effectiveness of the processed classifier 

were assessed in terms of accuracy, precision, recall, and F-

measure. Therefore, the authors proposed a new hybrid 

technique for sentiment analysis classification. Compared to 

other existing calculations, the combination of PSO, GA, and 

DT demonstrated better execution. 

In [7], the natural language toolkit (NLTK) includes 

https://en.wikipedia.org/wiki/Dirichlet_distribution
http://www.nltk.org/
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everything required to get started with sentiment analysis using 

Bag of Words Feature Extraction, such as a movie reviews 

corpus with reviews ordered into positive 

and negative classifications and several trainable classifiers. It 

was begun with a simple Naive Bayes Classifier as a standard, 

utilizing Boolean word feature extraction. 

On Twitter, a sentiment analysis ontology known as Tweet Onto 

Sense, which interfaces communicated feelings or sentiments, the 

Twitter messages, the analyzed concepts, and their properties 

were characterized. A few feeling ontologies currently exist. The 

emotional classification ontology [8] was chosen among them. 

The authors of [9] introduced an overall spatial investigation of 

emoji use by analyzing an enormous dataset of geo-encoded 

tweets containing emoji. It portrayed the popularity of emojis on 

Twitter worldwide, showing that they are most famous in South-

Eastern Asia and South America. In examining the specificity of 

the nations in regards to the use of various emoticons, the chosen 

country bunching results separate the “first world”group, the most 

significant features of which are somewhat without emotions, the 

“second world”group, which is explicit only for the highest 

positive emotions, the “third world”group, which detect both 

positive and negative emotions, and the “fourth world”group, 

which is primarily negative with extra, rather fundamental ideas 

such as home, music instruments, fire, snow, dance, and hand 

motions. Assessing the probabilityof emoticon event in a such 

tweet given the country by the following: 

 Grouping nations are addressed as emoticon probability 

distributions. 

 Correlation over all the world development is 

Calculated,indicators and distributions of explicit tweets across 

nations. 

The author of [10] described how sarcasm detection from text has 

now spread to various informational data structures forms and 

methods. This collaboration has brought about novelties for 

automatic sarcasm detection. Identifying sarcasm is critical for 

predicting the correct sentiment of any text. The advantages and 

disadvantages of sarcasm detection to sentiment analysis have 

sparked interest in automatic sarcasm detection as research work. 

Automatic sarcasm detection is a method for predicting whether a 

given text is sarcastic. Recognizing sarcasm is an obscure task in 

NLP. 

However, the author of [11] explained a retrieval strategy for 

predicting what emoji combination will follow given a short text 

as context. The single emoticon expectation mission was extended 

to an arrangement that was a lot nearer to true utilization in all 

over the world[12]. 

The authors of [13] analyzed some global positive and negative 

events to determine whether there was a discrepancy in Emoji 

usage between the two types of events. Emoji was found to help 

improve overall sentiment scores when used in sentiment analysis. 

While Emoji characters can be used for expressing negative and 

positive opinions, using them in sentiment analysis improves the 

expressivity and by and large opinion sentiment scores of positive 

feelings more than negative feelings in the analysis. 

The author of [14] found that a calculation, a strategy, and the 

emoji vocabulary are the most important contributions for 

analyzing opinions of social media information (both text-based 

and emojis), for datasets gathered from Twitter. It also shows the 

effect of analyzing sentiments while considering emojis alongside 

the message. Machine language (ML) and deep learning (DL) 

algorithms were used to direct the review. The proposed 

framework used elements and models on the gathered audits in 

view of messages and emojis to decide the opinions. The general 

outcome shows that considering emoji alongside messages has a 

significant influence and effects on sentiment analysis. It is 

moreover observed that deep learning(DL)calculations perform 

better compared to Machine language (ML) calculations with 

big data classes issue. 

Python software was developed to process text collections 

into a corpus. The product determines emoji sentiments as 

adjusted qualities based on the opinions of the texts where the 

emoticons appear. The vocabularies created using the 

technique can be used in dictionary-based opinion research. 

The valences of the emoticons are gotten from the valences 

from the texts that contain the specific emoticons, which are 

investigated using the VADER strategy, which determines 

the valences of short casual texts [15]. 

The authors of [16] direct SA of a tweet bi-sense issue using 

three arrangement calculations, namely, support vector 

machine (SVM), Naïve Bayes, flipped learning module 

(FLM) using three types of information description 

translation studies (DTs), such as texts, emoticons, and two 

emoticons and texts. Generally, SVM accomplished the best 

results as it performs well for bi-order (business intelligent 

classification) problems. 

However, in [17], the authors attempt to manage the mining 

of feelings from the social media site Twitter on specific 

#hashtage. By utilizing tweets, enormous data are produced, 

which must be handled and afterward delegated positive, 

negative, or neutral. The primary point of the composition is 

to utilize various elements, such as emojis and shoptalk other 

than standard Bag of Words, and to perform powerful 

sentiment classification utilizing these elements. The authors 

used a feature selection technique to observe ideal highlights 

and these ideal elements were grouped. The work shows that 

coordinating emojis and slang with the traditional Bag of 

Words model upgrades classification precision. 

3. CHALLENGES IN SENTIMENT 

ANALYSIS 
Sentiment analysis is an always developing subfield of 

natural language processing. Many explorationworks have 

handled the issuesof sentiment analysis from text, emojis, 

pictures, and sound or recordings independently. There have 

been very few studies on emojis for finding sentiments. 

Furthermore, the related works segment indicatesthat there is 

a degree for expansion in the field of SA for text and emoji. 

Hence, the following are the objectives and targets of this 

review: 

 Sentiment analysis or opinion investigationutilizing bi-

mode (text and emojis) via web-based entertainment 

information or data. 

 Developing and creating emojisvocabulary as a lexicon. 

 Improving the classification precision of sentiment analysis 

by utilizing Machine Learning algorithm. 

4. METHODOLOGY 
This section describes the proposed strategy for the study 

issue, such as the dataset, the preprocessing stage, and the 

processing stage utilizing ML algorithms. 

4.1The Dataset 
The dataset contains 10000 tweets about COVID-19 [18]. 

The dataset was stored in CSV format that is the input for the 

program.This data has three classes of sentiment („1‟ is 

Positive, „2‟ is Negative, „3‟ is Neutral). To import data from 

CSV file to data frame, The Pandas library was used. 

4.2 Pre-Processing 
The most vital phase in any classification study is the Pre-

Processing stage, which is basic for getting a successful result. 

An overview of the used preprocessing strategies is 

displayedin the following subsections: 

http://nltk.googlecode.com/svn/trunk/doc/api/nltk.corpus-module.html#movie_reviews
http://nltk.googlecode.com/svn/trunk/doc/api/nltk.corpus-module.html#movie_reviews
http://nltk.googlecode.com/svn/trunk/doc/api/nltk.corpus-module.html#movie_reviews
http://nltk.googlecode.com/svn/trunk/doc/api/toc-nltk.classify-module.html
http://nltk.googlecode.com/svn/trunk/doc/api/nltk.classify.naivebayes.NaiveBayesClassifier-class.html
http://nltk.googlecode.com/svn/trunk/doc/book/ch06.html#document-classification
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4.2.1 Data Cleaning 
Data cleaning is the process of fixing or removing incorrect, 

corrupted, incorrectly formatted, duplicate, or incomplete data 

within a dataset.If data is incorrect, outcomes and algorithms are 

unreliable, even though they may look correct.The texts extracted 

from tweets have to becleaned.The following steps are followed: 

 Tokenization: convert text to list of tokens. 

 Cleaning data by removing special characters like hashtags, 

usernames, and symbols.  

 Remove all stop words. 

 Remove numbers and punctuations. 

 Tokens converted to lower case. 

 Token normalization by Stemming. 

 Token normalization by Lemmatization. 

4.2.2 Sentiment Detection 
At this level, each paragraph of the dataset is analyzed for 

subjective and objective words. Subjective expression words are 

wanted but objective expression words are disposed of. Sentiment 

analysis is made at various levels utilizing common computational 

procedures like Bigrams, Trigrams, sentiment polarity and word 

clouds and so on. 

4.2.3 Vectorization 
To constructa single classifier of texts and emojis, emojis were 

changed over into their separate Unicode, and utilized bag of 

words for tokenization. 

4.3 Machine Learning 
In this study, some classification algorithms are used, which are 

Supported Victor Machine(SVM), Random Forest, Gradient 

Boosting, K-Neighbors, Gaussian Naive Bayes, andLogistic 

Regression. 

4.4Experiments 
This section describes the experiments, which consists of 

classifying tweets as positives, negative, or neutral from 

combination of text and emoji over different splits with different 

techniques. 

5. CLASSIFICATION TECHNIQUES 
The classification is the last step in deciding the opinion of the 

text. Classification to assign input data with a class label.The 

followed process of classification in this research is defined by 

analgorithm. See Algorithm 1. 

 

Algorithm1: SA for text and emoticons. 

 

Input: Custom made dataset with emoticon, ML_classifiers list 

Output: Sentiment (Positive/Negative/Neutral) 

1. Begin 

2. Remove all stop words using NLTK stopwords corpus 

3. Tokenize all the samples and for the new dataset for training 

5. For test, train split ratios do 

6. For classifier CL in ML_classifiers list do 

7.Train the classifier CL based on training data Evaluate the 

trained classifier CL using the test data 

8.Record the Accuracy and score of the classifier 

9.end for 

10 end for 

11.Compare the results of ML Classifiers through Criteria 

Specified 

12. Save plots and graphs  

13. end 

6. EVALUATION 
The data collected for the performance evaluation of sentiment 

analysis consisted of 10000 tweets with three types of 

sentiments. The tweets were collected for the COVID-19, 

with “1” for positive, “2”for negative and “3” for neutral. 

Emojis were added to the data set in preparation stage.Just 

subjective tweets with their emojis were utilized for 

evaluation, while the objective tweets were discarded. The 

dataset was divided into different sizes, and classifiers were 

applied to each one, and the results are shown in Tables (1), 

(2), and (3). The performance evaluation with the optimal 

features of accuracy over different splits using MI is shown in 

Figure 1, while the accuracy of different classifiers over 

different splits using MI is shown in figure 2 which also 

shows the accuracy over the depth in test and train dataset of 

using Random Forest classifier is also shown in Figure 2, the 

accuracy over epochs in test and train dataset of using 

Supported Vector Machin classifier is shown in Figure 3 

shows, the accuracy over the depth in test and train dataset of 

using Gradient Boosting classifier is shown in Figure 4, the 

accuracy over N-neighbors in test and train dataset of using 

K-Neighbors classifier is shown in Figure 5. 

Table 1.Results for 0.4 Test Size Split 

Metric 
Random 

Forest 

Support

ed 

Vector 

Machin 

Gradient 

Boosting 

K-

Neighbo

rs 

Accuracy 0.91 0.31 0.85 0.37 

F-Score 0.91 0.37 0.85 0.54 

 

Table 2.Results for 0.3 Test Size Split 

Metric 
Random 

Forest 

Support

ed 

Vector 

Machin 

Gradient 

Boosting 

K-

Neighb

ors 

Accuracy 0.92 0.31 0.85 0.37 

F-Score 0.92 0.37 0.85 0.54 

 

Table 3.Results for 0.2 Test Size Split 

Metric 
Random 

Forest 

Support

ed 

Vector 

Machin 

Gradient 

Boosting 

K-

Neighb

ors 

Accuracy 0.93 0.31 0.86 0.37 

F-Score 0.93 0.37 0.86 0.54 

Figure 1:Accuracy over Depth 
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Figure 2: Accuracy over Epochs 

 
Figure 3: Accuracy over Depth 

Figure 4 Accuracy over N Neighbors using Gradient 

Boosting Classifier 

Figure 5: Accuracy over N Neighbors using K-

Neighbors classifier 

The data is divided to 200 topics and several classifiers are 

applied on it and theirs score results are recorded as shown in 

figure 6. 

 
Figure 6: Different Classifiers with theirs score 

 

After that sentiment polarity distribution is observed as shown in figure 7. 
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Figure 7: Sentiment Polarity Distribution 

Latent Dirichlet allocation (LDA) is a generative measurable 

model. It permits sets of perceptions to be made sense of by 

unnoticed gatherings that make sense of why a few pieces of the 

data are comparable. If perceptions are words gathered into 

records, it sets that each report is a combination of few subjects 

and that each word's presence is owing to one of the report's 

topics [19]. So, the stop words are removed and using LDA, 

because of it is an example of a topic model, and dividing the 

text to 200 topics. Then three samples of the 200 topics are 

observed with the repeated words in each topic with different 

majority as shown in figures 8, 9 and 10. 

 
Figure 8 Topic 0: Top 100 words after removing stop words 

https://en.wikipedia.org/wiki/Dirichlet_distribution
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Figure 9 Topic 1: Top 100 words after removing stop words

 

Figure 10 Topic 2: Top 100 words after removing stop words 

 

The frequency distribution of every bigram is gotten in a string is 

commonly used for simple statistical analysis of text or the two 

composite words which repeated simultaneously. Then, the three 

samples of the 200 topics are observed as shown in figures 11, 12 

and 13. 

 

 

 

 

 

 
Figure 11 Topic 0: Top 100 bigrams after removing stop words
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Figure 12 Topic 1: Top 100 bigrams after removing stop words 

 
Figure 13 Topic 2: Top 100 bigrams after removing stop words 

By obtaining the word cloud which is a visual representation of 

the words used in the particular text. the size of each word 

indicates to its relative frequency in the dataset.Figure 14 shows 

words aredisplayed in various sizes. The greater and bolder the 

word shows up, the more frequently it's referenced inside a given 

text and the more significant it is. 

 
Figure 14:Word Cloud 

7. COMPARISONWITHOTHERWORK 
By applying and developing several classifiers on the dataset 

which are Supported Victor Machine (SVM), Random Forest, 

Gradient Boosting, K-Neighbors, Gaussian Naive Bayes, and 

Logistic Regression. The results is extracted in a tabular form 

as shown in Table (4)and is compared with the results of 

another workas shown in Table (5).  

Table 4. Comparison of results in different models and 

classifiers 

Model Precision Recall F-Score Accuracy 

SVM 0.47 0.318 0.37 0.318 

Random 

Forest 
0.93 0.93 0.93 0.93 

Gaussian 

Naive 

Bayes 

0.62 0.629 0.61 0.624 

Logistic 

Regression 
0.95 0.95 0.95 0.95 

Table 5. Comparison of results in different models and 

classifiers of another work [14] 

https://www.collinsdictionary.com/dictionary/english/visual
https://www.collinsdictionary.com/dictionary/english/representation
https://www.collinsdictionary.com/dictionary/english/text
https://www.collinsdictionary.com/dictionary/english/relative
https://www.collinsdictionary.com/dictionary/english/frequency
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Model Precision Recall F-Score Accuracy 

SVM 0.73 0.71 0.74 0.78 

Random 

Forest 
0.73 0.66 0.68 0.76 

Naive 

Bayes 
0.59 0.57 0.60 0.52 

Logistic 

Regression 
0.74 0.66 0.68 0.78 

The Tables Shows that our data formed with different methods 

combining emoticons and text gets better or close performance to 

the prior work results regarding in Random Forest, Logistic 

Regressionand Naive Bayes. But shows less performance on 

Supported Victor Machine (SVM). 

8. CONCLUSION 
Sentiment Analysis or Opinion Miningcomprehends 

thesentiments, feelings, replications as well as decisionselicited 

from texts or different information used indata analysisor mining, 

web mining, social media analyticssince opinions are to pass 

judgment on humanbehavioral comportment.They can be sorted 

into three classes which are positive, negative, or neutral. This 

study mainly contributes algorithms and methods for classifying 

and analyzing sentiments of social media data in textual and 

emojis formats, such as the COVID-19 dataset from Twitter with 

three classes of sentiment („1‟ is Positive, „2‟ is Negative, „3‟ is 

Neutral). Pre-Processing is the first step in classification which 

includes data cleaning. The study was conducted using Machine 

Learning algorithms. The proposed system used several features 

and classifiers such as Supported Victor Machine (SVM), 

Random Forest, Gradient Boosting, K-Neighbors, Gaussian Naive 

Bayes, and Logistic Regression on the gathered audits in light of 

text and emojis to decide the sentiments and opinions.The dataset 

was divided into different sizes, and classifiers were applied to 

each one. Random Forest Classifier records higher results with 

Accuracy and F-score over different dataset splits. On other hand 

after removingstop words from the datasetand using LDA to 

devide text to 200 topics to get most common words and declare 

the repeated words over the dataset. The Bi-gram shows the most 

two words repeated together or the most two composite words 

over 3 topics which is sample from 200 topics. Word Cloud 

shows the distribution polarity frequency of word over the dataset. 

In the future, the propose is investigating the effectivenessof the 

proposed sentiment analysisof text incorporating emojis with 

different approach and different tasks like rating prediction and 

helpfulness prediction, aswell as different levels including 

sentence and aspect-level sentimentanalysis. 
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