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ABSTRACT 

Epilepsy is the second most common brain disorder after 

migraine; automatic detection of epileptic seizures can 

considerably improve the patients‟ quality of life. Current 

Electroencephalogram (EEG)-based seizure detection systems 

encounter many challenges in real-life situations; EEG data are 

prone to numerous noise types that negatively affect the 

detection accuracy of epileptic seizures. To address this 

challenge, we propose a deep learning-based approach that 

learns the discriminative EEG features of epileptic seizures and 

to distinguish between the different types of patient 

recordings. More specifically, we aim to tackle this issue by 

using a Long Short-Term Memory network, and explore the 

capabilities of this model. 
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1. INTRODUCTION 
EPILEPSY is a chronic neurological disorder of the brain that 

affects people of all ages. Approximately 70 million people 

worldwide have epilepsy, making it the second most common 

neurological diseases after migraine [1]. The defining 

characteristic of epilepsy is recurrent seizures that strike 

without warning. Symptoms may range from brief suspension 

of awareness to violent convulsions and sometimes loss of 

consciousness [2]. Epileptic seizure detection plays a key role 

in improving the quality of life of epileptic patients. 

Electroencephalogram (EEG) is the prime signal that has been 

widely used for the diagnosis of epilepsy. The visual 

inspection of EEG is unfortunately labor and time-consuming. 

Also, around 75% of people with epilepsy live in low- and 

middle income countries and cannot afford consulting 

neurologists or practitioners [3]. Those limitations have 

encouraged scholars to develop automatic EEG-based seizure 

detection systems. A vast number of methods have been 

developed for automatic seizure detection using EEG signals. 

Extracting features that best describe the behavior of EEGs is 

of great importance for automatic seizure detection systems‟ 

performance. Several feature extraction and selection 

techniques have been reported in the literature. Most of them 

use hand-wrought features in the time-domain [4], [5], 

frequency-domain [6]–[8], time frequency domain [9]–[12] or 

sometimes in a combination of two domains [13]. However, 

these domain-based methods encounter three main challenges. 

First, they are sensitive (not robust enough) to acute variations 

in seizure patterns. This is because the EEG data is non-

stationary and its statistical features change across different 

subjects and over time for the same subject. Secondly, EEG 

data acquisition systems are very susceptible to a diverse 

range of artifacts such as muscle activities, eye-blinks, and 

environmental white noise. All these sources of noise can alter 

the genuine EEG features and hence seriously affect the 

performance accuracy of seizure detection systems. The 

authors of [14] have studied the impact of high noise levels on 

the recognition performance of epileptic seizures. It is worth 

highlighting that detecting seizures from noisy EEG data 

corrupted with a medium-level noise has resulted in a drop of 

10% in the seizure detection accuracy [14]. Finally, most 

existing seizure detection systems have been trained on small-

scale EEG datasets collected from few specific patients, 

making them less practical in clinical applications. Due to the 

nonstationary nature of EEG, especially during seizures, 

entropy measures have attracted more attention in the field 

[15-17]. 

The data, published on Bonn University‟s Epileptology 

department website, presents Electroencephalogram (EEG) 

recording of 500 individuals. For each individual, brain 

activity was recorded for a duration of 23.5 seconds; these 

recordings are represented by 4096 evenly-spaced, 

consecutive data points (i.e every 0.0057 seconds). Each row 

of the dataset, representing an individual‟s recording, also has 

a column with the classification of the recording. The five 

labeled datasets (A, B, C, D, E) are presented below along 

with their corresponding target classes: 

Our objective for this method is to correctly predict these five 

target classes using an LSTM Neural Network. In order to 

highlight the capabilities of an LSTM layer, three 

classification problems will be tackled where the LSTM‟s 

performance will be compared to that of a regular deep neural 

network: 

 A two-class problem that classifies whether a patient is 

having a seizure or not at the time of recording. 

 A three-class problem that requires the classifier to 

distinguish between a patient that is having a seizure, a 
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patient that is between seizures (inter-ictal), and a 

healthy patient. 

 A five-class problem that aims to classify all five classes, 

meaning it should be able to distinguish between a patient that 

is having a seizure, a patient that is between seizures, and a 

healthy patient. Additionally, it will be able to determine in 

which part of the brain the recording is made (Sets C & D) and 

whether the patient‟s eyes are open or closed (Sets A & B). 

 
Figure 1: Set A - Class 4: EEG recording of a non-epileptic 

awake patient with eyes open 

 
Figure 2: Set B - Class 3: EEG recording of a non-epileptic 

awake patient with eyes closed. 

 

Figure 3: Set C - Class 2: EEG recording of an epileptic 

patient during seizure free period using electrodes 

implanted in the brain epileptogenic zone. 

 

Figure 4: Set D - Class 1: EEG recording of an epileptic 

patient during seizure free period from the hippocampal 

formation of the opposite hemisphere of the brain from C. 

 

Figure 5: Set E - Class 0: EEG recording of a patient 

experiencing an active epileptic stroke. 

2. EVALUATION MEASURE 
To measure the degree of success of our classifiers we have to 

look at the three problems separately. Especially in medical 

cases correct classification is of high importance (compared to 

marketing problems for instance), due to the direct impact on 

people. 

For the two-class classification problem we have a very 

unbalanced dataset at hand. A high accuracy could still mean, 

that we classify those with an active seizure incorrectly, 

without representing this impact adequate when optimizing for 

accuracy. Therefore, the correct measure would be precision 

or recall. As it is an ethical question though, whether it is more 

important to classify someone having a seizure correctly, or 

someone not having one incorrectly, we opted to include the 

confusion matrix that takes both into consideration. But we 

display the accuracy in the other graphs to keep the results 

comparable. For the three-class classification problem the data 

is almost balanced in the sense that we have 300 patients with, 

and 200 without epilepsy. We consider this an edge case, where 

there are equal arguments for and against accuracy, but opted for 

easier interpretability for accuracy. For the five-class 

classification problem, we have a perfectly balanced dataset, 

therefore, accuracy is in our perspective the best measure. To 

reduce the impact of randomness, all results are averaged over 

five seeds. 

2.1 Data Preparation 
As the data is considered clean, and the entire dataset has to be 

used for the question at hand, no modifications were applied to 

the data. As the dataset is balanced with 100 cases for each 

category over- or under-sampling techniques were not applied. 

Enriching the dataset to reduce overfitting in this case is from 

our perspective not possible, as the patterns in the EEG are of 

high importance to spot epileptic behavior. Trying to replicate 

these patterns from the existing samples would be prone to 

errors as the differences between the samples from the five 

categories are very hard to spot. 

2.2 Two-Class Classification 
The most basic classifier for this dataset would be able to 

distinguish between an individual experiencing a seizure and 

one who is not. For this model, the target classes have been 

reduced to patients that are currently experiencing a seizure 

(label 1: Set E), and patients that are not experiencing a seizure 

at the time of recording (label 0: Sets A, B, C, D). Our model 

(LSTM) is tested against a regular deep neural network model 

(NN) so as to compare the performance of both models on this 

simplified task. Figures 6 and 7 show the validation 

accuracies and losses of our LSTM model and the NN model 

(averaged over 5 seeds). We notice that although the LSTM 

outperforms the NN model, the results are fairly close. We 

can conclude from this that on a simplified binary problem, the 

LSTM doesn‟t deliver significantly more performance than a 

regular neural network. 

 

Figure 6 - Training and validation accuracy 
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Figure 7 - confusion matrix two class classifications 

 

 
 

Figure 8 - training and validation loss 

2.3 Three-Class Classification 
In the three class-problem it becomes clearer that 

sharing time related information between neurons 

significantly increases performance and give the LSTM an 

advantage. Not only does the LSTM perform better, it has 

much better generalization ability than the regular neural 

network. We can conclude that the LSTM is appropriate to use 

for more complex time-series classifications. Figure 9 shows 

us the confusion matrix of our LSTM; we notice that our 

model can correctly distinguish between non-seizure patients 

(label 0), inter-ictal patients (label 1), and seizure patients 

(label 2). 

 

Figure 9 - Confusion matrix three class classification 

 

Figure 10 - training and validation fitness 

 

 

Figure 11 - training and validation loss 

The LSTM performs better than the normal neural network on 

the five-class problem; this was expected given the results of 

the three-class problem. However, we noticed that while the 

LSTM still performs well, there is a significant drop in 

generalization ability (i.e the LSTM overfits). This holds even 

more for the generalization ability of the NN. In this section 

we will further explore the LSTM through a series of 

optimization techniques, architectural changes, and feature 

engineering techniques will be implemented and tested in 

order to further increase its performance and reduce 

overfitting. 

2.4 Five Class- Classification 
We notice from the confusion matrix in figure 14 that the 

model is mainly having trouble distinguishing between classes 

1 & 2, these correspond to the „recording of an epileptic 

patient during seizure free period using electrodes implanted 

in the brain epileptogenic zone‟ and the „recording of an 

epileptic patient during seizure free period from the 

hippocampal formation of the opposite hemisphere of the 

brain from C‟. In other words,  while our model can correctly 

classify inter-ictal patients, it is having difficulties 

distinguishing between the different parts of the brain that are 

being recorded. 

It seems our model faces two main issues; overfitting and the 

inability to distinguish between the two types of inter-ictal 

recordings. In the following sections of this report, we will 

further explore the architecture and parameters of our model 

in order to try and improve it. 

3. METHODOLOGY 

In the previous part of the report we used a working 

configuration of the NN and LSTM model to compare them 

on each respective problem. We did not fine-tune the 

respective model for this part of the report. In the following 

part we outline elements of the LSTM that we further 
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addressed when fine-tuning the model. The LSTM consisted 

of a first LSTM layer with 100 neurons, followed by a 10% 

dropout, followed by a Time Distributed Dense layer with 50 

neurons and a Global average pooling layer. The last layer has 

the number of neurons fitting to the problem. Further details 

are in the code. 

 

Figure 12 - training and validation fitness 

 

Figure 13 - training and validation loss 

 

 

Figure 14 - confusion matrix five class classifications 

 

Figure 15- training and validation loss 

 

 

Figure 16 - training and validation fitness 

3.1  Epochs 
Running our basic LSTM implementation over 100 epochs 

highlights that the appropriate number of epochs used for our 

system is at around 40 epochs. In Figure 15, we see our 

validation accuracy stabilizing at around 40 epochs whilst on 

the right-hand side we observe that beyond 40 epochs, an 

increasing dispersion between training loss and validation 

loss arises, suggesting we would be increasingly overfitting. 

3.2 Pooling 
Global Pooling layers in convolutional networks play an 

extremely important role as they reduce the dimension of data 

from the prior layer through the combination of its neuron 

clusters into a single neuron in the following layer. 

3.3 Global Max Pooling 

Global Max pooling on the other hand extracts the maximum 

value from a cluster of neurons in the previous layer. Perfect 

test accuracy is achieved at around 20 epochs and we see our 

validation accuracy stabilizing at around 55% at 33 epochs 

and beyond. We observe a final training/validation loss spread 

of roughly 1.1 

3.4 Global Average Pooling 
Applying the Global Average pooling layer extracts the 

average value from a cluster of neurons in the previous layer 

to then in turn create the appropriate output. Our validation 

accuracy terminates at just above 70% whereas we observe 

convergence to a perfect test accuracy at around 25 epochs. A 

final training vs validation loss spread of around 0.8 still 

provides some evidence of overfitting. 

 

Figure 17 - training and validation fitness 
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Figure 18 - training and validation fitness 

 

Figure 19: Results comparison polling 

3.5 Time steps & Dimension Sizes 

Each row of the epileptic seizure dataset represents a 23.5 sec 

EEG recording of an individual; this data is represented as 

4096 evenly-spaced, consecutive points. Although it is 

possible to create an LSTM neural network with 4096 input 

variables, our belief is that this data can be aggregated into a 

series of shorter time dimensions; aggregating the time 

information according to smaller timesteps would reduce 

computational time and create a simpler model. Our 

parameter timesteps represents the number of times the row 

data will be divided (i.e the number of input variables our 

LSTM model will receive). For example, if we choose 128 

timesteps, our data will be split into 128 input variables, each 

containing 32 data points (4096/128 = 32). 

Our initial model, the one that was tested against a normal 

neural network for each classification problem, was divided 

into 64 timesteps; this means the LSTM model received as 

inputs time blocks corresponding to 64 consecutive 

recordings. This division was arbitrary; in reality, our time 

series can be divided into can be divided by any factor pair of 

4096 corresponding to the timesteps and data dimension. The 

times of the data point in an EEG recording are crucial in 

identifying the type of patient being recorded. In the interest of 

exploring the time relation between data points, and improving 

our model‟s capacity of correctly classifying the two types of 

inter-ictal patients, different time steps and data dimensions 

were tested. 

 

 

Figure 20 - confusion matrix 128 timesteps 

Figure 20 shows the validation scores for different data 

dimensions (i.e number of recordings per timestep), averaged 

over 5 seeds; we can conclude that 256 timesteps (i.e 16 data 

dimensions per timestep) yield the best validation scores for 

our data (Figure 22, dim 16). Reducing the data dimension 

seems to have improved our model‟s generalization ability while 

overfitting less. This leads us to believe that shorter timesteps 

improves our model; this means our LSTM performs better on 

this dataset when less information is shared on between the 

neurons because shorter timesteps account for less variation in 

the recordings. 

 

Figure 21 - results comparison timesteps 

 

Figure 22 - training and validation loss 
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Figure 23 - Training and validation fitness 

3.6 Neuron configurations 
To change the configuration of the LSTM model in the 

dimension of the number of Neurons, two layers can be 

optimized. Firstly, the number of neurons in the LSTM layer, 

secondly the number of neurons in the hidden layer. 

Additionally, further layers can be added to the network, 

however in theory, this is not necessarily required to solve this 

problem. 

When adding neurons to the LSTM layer the accuracy 

increases. At 400 LSTM neurons the performance on 

validation accuracy is up around 5% compared to the model 

with only 100 LSTM neurons. However, the runtime drastically 

increases more than four-fold compared to 100 neurons in the 

first layer. Furthermore, an increase in overfitting is 

observable as the slope of the validation loss curve on the right 

in Figure 24 shows after epoch 25. 

 

Figure 24 - training and validation fitness 

 

Figure 25 - training and validation loss 

In other problems several concurrent LSTM layers, especially 

for text mining applications, proved useful. However, in our 

case this did not contribute to better results, probably because 

of the higher complexity of text analysis. 

When changing the number of neurons in the hidden layer, it 

seems the optimum number of neurons is at 50. Increasing or 

decreasing only weakens the performance of the classifier. An 

increase to over 100 neurons seems to have the same 

overfitting behavior as described above on the instance of the 

LSTM layer. 

Adding additional hidden layers with different number of 

neurons did not contribute to better results, but either the 

results were worse or rather seed dependent, which we 

interpreted as another sign of overfitting. 

3.7 Dropout & Regularization 
Introducing Dropout and Regularization to the model are 

two measures to counter overfitting of the model. The gap 

between the training and validation data can possibly be 

reduced by applying these techniques more successfully. 

Adding dropout after a layer of neurons of any kind will 

eliminate the weights at random positions of the model 

differently at every iteration of the model. Therefore, it will 

introduce a degree of randomness to the training of the 

weights. 

Without any Dropout in the LSTM model introduced (black in 

figure 26 on the right), the model performs worst in terms of 

validation accuracy and validation loss compared to the blue 

boxes, representing one dropout layer after the LSTM and 

Dense layer each (dropout probability of 0.1 at optimum 

configuration), and the orange boxes representing the scores 

with only dropout after the LSTM layer. 

 

Figure 26 - results comparison dropout 

 

Figure 27 - regularized loss development 

For the regularization, three regularizes are commonly used, 

the L1 (lasso) the L2 (ridge) and L1/L2 (elastic net) 

regularizes. All these regularizes can be applied to the use of 

the activation inside the neuron, or to the output of the weights 

towards the loss function. However, in neither of the 

configurations, even with very low boundary values, did not 

improve the performance of the model or reduced overfitting. 

What can be observed though, is that the model learns a lot 

slower, and the initial error is much larger (10 fold) than 

without regularization as it is shown in figure 27 on the right. 
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4. CONCLUSION 

For the five-class classification, the main objective of 

this paper, we noticed that our model had a tendency to over 

fit, Furthermore, while it correctly classified the three types of 

recordings (i.e seizure, inter-ictal, non-seizure), it had issues 

identifying the part of the brain being recorded for the inter-

ictal patients. While this error is not dramatic in the sense that 

a wrong classification does not affect the health of a patient, a 

more accurate classifier would help researchers to better 

understand and treat patients. In order to tackle the issues of 

overfitting and wrong inter-ictal classification, different 

parameters and network architectures were explored. 

Reducing the dimension of the LSTM output through a Global 

Average Pooling did not improve our model. However, 

increasing the number of timesteps (i.e reducing the data 

dimensions) improved the model‟s generalization ability and 

slightly improved the model‟s classification ability; shorter 

timesteps lead to less recording variation being transferred 

between neurons in the LSTM layer, which leads to a better 

assessment of the recording at the previous time step. Finally, 

adding random neuron dropouts to the model, a known 

technique for combating overfitting, did not improve this 

particular model. To conclude, this LSTM model is capable of 

distinguishing seizure patients, inter-seizure patients, and 

healthy patients with high accuracy, making it a robust model 

with strong practical applications. 
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