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ABSTRACT 

Anomaly detection is the process of identifying data points, 

observations or events which deviate from normal behavior. To 

detect anomalies, we have used the PyCaret machine learning 

library. PyCaret is a low code, open-source library that 

automates our machine learning processes and helps us detect 

outliers/anomalies Its Anomaly detection and Regression 

modules contain various machine learning algorithms and 

frameworks such as XGBoost, CatBoost, Isolation Forest, 

DBSCAN, etc. It is a deployment-ready library that is easy to 

use and helps users to perform end-to-end experiments 

efficiently. In this paper, we applied clustering and regression-

based methods on the NAB Twitter dataset for time series 

anomaly detection. In the regression method, we predicted the 

tweets, calculated the difference by comparing them with actual 

tweets, and used the thresholding technique for anomaly 

detection.  

General Terms 

Anomaly Detection in Time Series Data, Unsupervised Machine 

Learning Algorithms. 
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1. INTRODUCTION 
Everything in the world is a signal source. In order to adapt to 

the environment, humans have continuously measured and 

gathered natural signals like temperature and rainfall. Numerous 

industrial processes produce a large amount of data in many 

different industries, including finance, business (sales and 

marketing), biomedicine, manufacturing, logistics, health care, 

automotive, network log files, etc. Also with the advent of 

industry 4.0 various sensors to monitor systems for safety, 

security, and efficiency are generating data. In most cases, the 

collected data is streaming time series data. Time-series analysis 

refers to a range of tasks that aim to extract meaningful 

knowledge from time-ordered data. Different data analytics 

techniques to mine the time series data are available and 

anomaly detection is the backbone and the focus of many 

researchers because of its applicability to a wide range of 

domains. 

 

2. LITERATURE 
Anomaly :- 

An Anomaly can be defined as an inconsistency in data. It is a 

deviation of a data point or set of data points from the 

established rule or norm. The majority of data follows a certain 

trend or pattern. Anomalies are the set of data points that deviate 

from this pattern.  

There are different types of anomalies such as 

1. Point Anomalies 

2. Contextual Anomalies 

3. Collective Anomalies 

 

Anomaly Detection :- 

Anomaly or outlier detection is the process of identifying 

anomalies or data which deviates from the rest of the dataset 

[3,4,5,6,8,9,11]. 
 
Time Series Data :- 

Time Series Data (or time-Stamped Data) is a sequence of data 

points that are indexed using time. It helps us track changes in 

data over regular intervals. This may be a year, month, day or 

even minor change observed over an hour, minute, second, or 

millisecond.[2,11,12]. 

 

Time Series data are also of multiple types. They are broadly 

classified into 

1. Univariate Time Series - Only one variable is 

measured or tracked over time. (Expenses of a certain 

household measured on a monthly basis) 

2. Multivariate Time Series - Multiple variables vary 

over time. (Stock Market Data. Features like Closing 

Price, High, Low, and Volume Traded measured over 

a period of time) 

 

● Characteristics of Time Series Data: Time series data have 

certain characteristics that help in analysis and 

modeling. [10] 

 

1. Trend - This property refers to the increase or decrease 

of a value over time. 

2. Seasonality - It is the recurrence of patterns found in 

the data over predictable time periods, like a season, 

quarter, month, or day of the week. 

3. Cycle - This is similar to seasonality but the period is 

not fixed and the duration is above a decade.  
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4. Stationarity - Time Series data is said to be stationary 

if it has constant variance and no seasonality over a 

specific period. Its main characteristics remain the 

same.  

5. Pulses and Steps - Data levels that abruptly change 

can be thought of as pulses or steps. A quick shift in 

data that lasts only a brief period of time is called a 

pulse, while one that lasts for a longer period is called 

a step. 

 
Approaches for Anomaly Detection: There are various methods   

to detect anomalies. They can be classified as 

1. Statistical Methods 

2. Machine Learning Methods 

3. Deep Learning Methods 

 

The application of these methods varies for univariate and 

multivariate data. The approaches for both sets of data are as 

follows: 

 

2.1 Statistical Approach for Anomaly 

Detection 

1. For Univariate Data: 

Here we make use of regressive models like AR (Auto 

Regression), MA(Moving Averages) or ARIMA(AR + I + MA) 

where I stands for Integrated. 

 

→ ARIMA[7]: 

AR (Auto Regression) - It is the Linear Regression of the 

current value of a series against one or more prior values.  

I (Integrated) - Used to make the time series stationary. 

Moving Average (MA) - Future predictions are based on errors 

in past predictions.  

A combination of these techniques is used to create the ARIMA 

model. It takes the parameters p, d, and q, and the model is 

initialized ARIMA(p,d,q) using these components. Here,  p is 

the order of the Auto-Regressive Component, q is the order of 

the Moving Average Component and d is the number of 

differentiation steps performed to make the time series data 

stationary. The best values for p can be found using PACF 

(Partial AutoCorrelation Function) plot whereas for q we use 

ACF(AutoCorrelation Function) plot. 

 

2. For Multivariate Data: 

Here we can use common approaches like taking the average of 

individual univariate time series anomaly scores to calculate the 

anomaly score for the entire multivariate series data. More 

sophisticated techniques include :- 

a. VAR (Vector-based AutoRegressive) model. It can be 

described as an AR model for multivariate time series. 

b. VARMA (Vector AutoRegressive Moving Average). 

Combination of AR model of order p and Moving 

Average model of order q for multivariate time series 

data. 

 

2.2 Deep Learning Approach for 

Anomaly Detection 

Neural Networks are used to identify anomalies in univariate as 

well as multivariate data.  

Some of the techniques used in deep learning-based anomaly 

detection are: 

         a. Convolutional Neural Networks (CNN) 

         b. Residual Neural Networks (Resnet) 

         c. Long Short-Term Memory (LSTM) Networks 

 

2.3 Machine Learning Approach for 

Anomaly Detection 

Machine Learning approaches automate anomaly detection by 

identifying values that don't follow the normal pattern. It does 

not consider the underlying process of the data and operates 

without assuming a specific model. The theoretical or statistical 

foundation of the model is ignored and predictions are made on 

the time series data to identify anomalies. 

This approach includes methods like : 

1. Clustering Based: (Isolation Forest, DBSCAN - 

Density-Based Spatial Clustering of Applications with 

Noise, One Class SVM - One-Class Support Vector 

Machine) 

2. Regression-Based: (XGBoost - Extreme Gradient 

Boosting, CatBoost Regressor, ET - Extra Trees 

Regressor) 

 

2.3.1 Machine Learning Approach 

 
Fig 1: Block Diagram of Machine Learning Approach 

This paper focuses on Machine Learning approaches specifically 
clustering and regression-based methods for anomaly detection. 

● Clustering-Based Methods: 
 

1. Isolation Forest: 

Isolation forest using a sliding window is one of the machine 

learning approaches for detecting anomalies in time series. It 

builds an ensemble of Isolation Trees (iTrees), which are binary 

trees isolating data points. Anomalies are more likely to be 

isolated as they are closer to the root of an iTree [3,6]. Model 

training is completed once an ensemble of iTrees (Isolation 

Forest) is created. 

 



International Journal of Computer Applications (0975 – 8887)  

Volume 184– No.35, November 2022 

9 

The main challenges of the isolation forest algorithm are the 

following parameters: 

● Window length (w)  

● Number of iTrees in the iForest 

● Contamination 
 

2. One-Class SVM: 

One-Class Support Vector Machine (SVM) is an unsupervised 

model for detecting anomalies. Unlike the regular supervised 

SVM, OC-SVM does not have target labels for the model 

training process. Instead, it learns the normal data point 

boundary and identifies data outside the border as anomalies.[8] 

 

● Regression-Based Methods: 

 

1. XGboost: 

XGBoost is a distributed gradient boosting library that has been 

optimized to be highly efficient, flexible, and portable. XGBoost 

offers parallel tree boosting to solve a wide range of data science 

problems quickly and accurately.[4] 

This is accomplished by combining decision trees to form a 

combined strong learner. When forecasting a time series, the 

model employs a lookback period to forecast a number of steps 

ahead. 

 

2. Extra Trees Regressor:  

It employs the perturb-and-combine technique made especially 

for trees. As with other classifiers, forest classifiers require the 

fitting of two arrays: an array Y of shape (n samples) storing the 

target values (class labels) for the training samples, and an array 

X of the form (n samples, n features) holding the training 

samples. Forests of trees, like decision trees, may solve 

problems with multiple outputs if Y is an array of shapes (n 

samples, n outputs). A random subset of candidate features is 

employed, just like in random forests, but instead of searching 

for the thresholds that are the most discriminative, the best of 

these randomly generated thresholds is chosen as the splitting 

criteria. This typically makes it possible to lower the model's 

variance. 

 

3. Catboost Regressor: 

CatBoost is an implementation of gradient boosting, [1] which 

uses binary decision trees as base predictors. A decision tree is a 

model built by a partition of the feature space Rm into several 

disjoint regions (tree nodes). Each final region (leaf of the tree) 

is assigned a value, which is an estimate of the response y in the 

region for the regression task or the predicted class label. 

 

3. METHODOLOGY 
● Components of Our Project: 

Dataset Used :- NAB Dataset 

 

 
Fig 2: NAB Dataset 
 

The Numenta Anomaly Benchmark (NAB) is an open-source 
framework for evaluating real-time anomaly detection 
algorithms. It consists of 50 labeled real-world and artificial 
time series data files plus a novel scoring mechanism. Here we 
have used the real tweets data (Twitter_volume_FB.csv) 
available in the NAB Dataset. 

Feature Engineering: - 

The raw data cannot be used for creating models and making 

predictions. So we apply feature engineering over this dataset to 

smoothen the data and extract features that can be used in the 

learning process.  

 

 
Fig 3: Feature Engineering-Extracting Features from data 

 

We have used two methods to detect Anomalies: 

A. Clustering Based 

B. Regression Based 

 
A. Clustering Based: 

 

1. Setting Up Environment: 

 

In order to prepare the data for analysis we use the setup() 

function in Pycaret. This function takes a pandas DataFrame for 

training and other optional parameters which can be used to 

customize the pre-processing pipeline. 
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Fig 4: Initialising Setup 

 

1. Create a Model:  

To create models for anomaly detection we use the function 

create_model(). It allows us to create a model with only one 

mandatory parameter i.e the name of the model. We use the 

function models() to check the 12 ready-to-use models in 

Pycaret.anomaly module. 

 
Fig 5: Checking list of available models 

 

To create an Iforest model we used:  

create_model(“iforest‟).  

The same syntax was followed for the other models.  

 

2. Assign Model: 

To analyze the results obtained using the created model and to 

assign anomaly labels to the data we use the assign_model() 

function. The output is an iForest model with 2.5% of outliers  

and Anomaly Scores assigned to the data in the dataset. 

 

 
    Fig 6: Trained Isolation Forest model with 2.5% outliers 

 

3. Predictions using Model: 

The model created can be used to predict unseen data to check 

model performance. Or can be used on the training data itself 

(not a good practice to do so) 

 

 

 
Fig 7:  Displaying the anomalous points 

 

The pre-processing steps remain the same. Now we create 

regression-based models to detect anomalies. 
 
B.  Regression Based:  

 

1. Compare Models: 

The Compare_models() function trains all models in the model 

library and scores them using k-fold cross-validation for metric 

evaluation. The output is a scoring grid that shows the average 

MAE, MSE, RMSE, R2, RMSLE, and MAPE across the folds 

of all the available models. 

 

 
Fig 8: Metrics with average MAE, MSE, RMSE, R2, 

RMSLE, and MAPE showing the highest performing metric 

In order to improve the training time, we have changed the fold 

parameter from the default value (10) to 3 using the fold 

parameters. For comparison purposes, the score grid above 

shows the highest-performing metric. It is sorted by changing 

the sort parameter to MAE (highest to lowest). 

 

2. Create a Model:  

create_model() function creates a model and scores it using 

stratified cross-validation.  
 

 
Fig 9: Creating Extra Trees Regressor model 

Similar to compare_models(), the output is a scoring grid that 

shows MAE, MSE, RMSE, R2, RMSLE, and MAPE by fold. 
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3. Tune Model: 

tune_model() function is used to automatically tune the 

hyperparameters of a model on a predefined search space and to 

score it using k-fold cross-validation. The output is a scoring 

grid that shows MAE, MSE, RMSE, R2, RMSLE, and MAPE 

by fold 

 

 
Fig 10: Tuning Extra Trees Regressor 

 

MAE(et) < MAE(tuned_et) so we use the et model. The mean 

MAE for „et‟ is 58.97 compared to 67.05 for „tuned_et‟, which 

means „et‟ is a better model. The same process was carried out 

for Catboost Regressor. 

 

 
4. Predict on Test Data: 

We separated 430 samples from the data as a test sample. All the 

evaluation metrics above are cross-validated results based on the 

training set only. We performed one final check before 

finalizing the model by predicting on test data. 

 

 
Fig 11: Prediction on test data using ExtraTreesRegressor 

 
5. Identifying anomalies based on predictions: 

 

  
Fig 12: Calculating the Difference between Value and Label 

i.e. Original Value and Predicted Value 

 
Fig 13: Plotting Histogram of Difference 

● Identify threshold values above or below which a 

datapoint is considered as an outlier. We use the 

1.5*IQR rule to identify anomalies. Q1 - Quartile 1 

(25%), Q2 - Quartile 2 (50%), Q3 - Quartile 3 (75%). 

IQR - Interquartile Range = Q3 - Q1.  

To Calculate Acceptable Range we follow the 

following steps: 

1. Calculate IQR. Multiply 1.5 

2. Lower Bound = Q1 - 1.5IQR. Values Below 

Lower Bound are Outliers/Anomalies. 

3. Upper Bound = Q3 + 1.5IQR. Values Above 

Upper Bound are Outliers/Anomalies. 

Acceptable Range = [Lower Bound, Upper Bound] 

 
Fig 14:  Setting upper and lower bound for finding 

anomalous points 

6.  Predict Unseen Data: Finally, we check which data points are 
anomalies and which are not. 
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Fig 15: Predictions on unseen data 

4. RESULTS AND DISCUSSION 

4.1 Plot Model 
Then we analyzed our model to see how it performs using 

different aspects of the dataset. To do this, Pycaret provides us 

with the plot_model() function. We used clustering and 

regression-based models to test the performance. 

4.1.1 For Clustering Based: 

In Pycaret.anomaly module we have 2 plots: 

 

● T-distributed Stochastic Neighbour Embedding (t-

SNE) 

● Uniform Manifold Approximation and Projection 

(UMAP) 

 

 
Fig 16: 3D TSNE Plot for Outliers (iforest model)  

 

 
Fig 17: uMAP for outliers (iforest model) 

 

 

 
Fig 18: Line plot showing point anomalies(in red) using 

SVM model 

4.1.2 For Regression Based: 

We have used the plot_model() function to analyze the 

performance before model finalization across different aspects 

such as Validation Curve, Residuals Plot, and Prediction Error. 

It takes a trained model object and returns a plot based on the 

test / hold-out set. 

 
Fig 19: Validation Curve for ExtraTreesRegressor 

 
Fig 20: Prediction Error for ExtraTreesRegressor 

 
Fig 21: Scatter Plot showing Normal Data (in blue) vs. 

Anomalies (in red) using CatBoost 
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5. CONCLUSION AND FUTURE WORK 
 

 

 

The primary objective of this project is to use PyCaret for 

anomaly detection in time series data. We made use of some of 

the most significant features and modules the library has to 

offer. Secondly, we explored the NAB twitter dataset and 

understood its key features. Both the clustering and regression-

based approaches yielded different results. The difference in 

performance for clustering-based algorithms like Isolation forest 

and One-Class SVM is minor whereas, in the case of 

Regression-Based algorithms, Catboost performs better than 

Extra Trees Regressor when evaluated on the basis of metrics 

like MAE, MSE, and RMSE, In the future, we would like to 

work with more datasets of similar type and also wish to 

compare PyCaret with other tools like Facebook Prophet for 

anomaly detection in time series. We also plan to deploy the 

model on cloud platforms such as Heroku, AWS, or Azure. 
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