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ABSTRACT 

Offloading, the process of transferring data and tasks from 

one device to another has been identified as a promising 

approach for improving performance and reducing workload 

in the Internet of Things (IoT). However, offloading in a 

heterogeneous IoT environment, with a wide range of devices 

and technologies, can be challenging. Mobile edge devices, 

which provide low-latency connectivity and perform 

computation at the edge of the network, have been proposed 

to optimize offloading performance in such an environment. 

In this literature review, we examine the existing research on 

using mobile edge devices as nodes for offloading in 

heterogeneous IoT. We present a comprehensive overview of 

the various approaches and techniques proposed for selecting 

the most appropriate device to handle offloaded tasks, 

including using machine learning algorithms for predicting 

performance and optimizing the offloading decision-making 

process. We also discuss the challenges and limitations of 

these approaches and provide directions for future research. 

Our review highlights the potential of mobile edge devices as 

a solution for improving offloading performance in 

heterogeneous IoT and serves as a valuable resource for 

researchers and practitioners working in this field.   

General Terms 

Internet of Things 
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1. INTRODUCTION 
The Internet of Things (IoT) is a rapidly expanding network 

of connected devices that can communicate with each other to 

exchange data and perform tasks. These devices, which can 

include everything from smart thermostats and security 

cameras to industrial control systems, often need more 

resources and capabilities. As a result, they may only 

sometimes be able to handle the workload required, leading to 

performance issues and reduced functionality[1]–[3]. One 

solution to this problem is offloading and transferring data 

and tasks from one device to another. This can be done to 

reduce the workload on a device, improve performance, or 

save resources such as battery life or data usage. For example, 

an intelligent thermostat might offload data processing tasks 

to the cloud to reduce its local workload and improve its 

performance, or a security camera might offload video 

streaming to a nearby edge device to save on data usage[2], 

[4], [5]. 

Offloading can be particularly challenging in a heterogeneous 

IoT environment with a wide range of devices and 

technologies. Mobile edge devices, which can provide low-

latency connectivity and perform computation at the edge of 

the network, have been proposed to optimize offloading 

performance in such an environment[6]. 

There has been significant research on using mobile edge 

devices as nodes for offloading in heterogeneous IoT. Some 

existing approaches have focused on developing algorithms 

for selecting the most appropriate device to handle offloaded 

tasks based on factors such as network conditions, device 

capabilities, resource availability, and priority of tasks. Others 

have explored machine learning techniques to predict the 

performance of different offloading scenarios and optimize 

the offloading decision-making process[4], [7]. 

This paper reviews the existing research on using mobile edge 

devices as nodes for offloading in heterogeneous IoT. We 

present a comprehensive overview of the approaches and 

techniques proposed for selecting the most appropriate device 

to handle offloaded tasks. We also discuss the challenges and 

limitations of these approaches and provide directions for 

future research. 

2. RESEARCH METHODOLOGY 
This section introduces the systematic literature review 

methodology [5], [8] for the offloading schemes proposed in 

the edge computing-related literature. At first, to find review 

and survey articles in the offloading context, we employed the 

search strings "offloading edge computing" in the IEEE and 

Scopus. The results achieved from these searches are screened 

to find credible and original articles.  

The remaining of these articles are used in conducting this 

study and will be reviewed in the next section. Furthermore, 

Table 1 describes the main research questions considered in 

this paper and why they are needed. 

Table 1. Research Question 

Index Question Reason 

1 Which is the 

most optimal 

method to 

optimize 

offloading on 

a 

heterogenous 

IoT System? 

Offloading can effectively 

improve the performance of 

devices in the IoT by reducing 

their workload and allowing 

them to delegate tasks to more 

capable devices or servers. By 

identifying the most optimal 

method for offloading, it is 

possible to maximize the 
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benefits of offloading and 

improve the overall performance 

of the IoT system. 

2 How effective 

is the Markov 

Decision 

Process in 

helping 

offload 

efficiency? 

The MDP is a mathematical 

framework that can be used to 

model and optimize decision-

making processes. Applying the 

MDP to the offloading problem 

in the IoT makes it possible to 

develop algorithms that can 

make optimal offloading 

decisions based on various 

factors such as network 

conditions, device capabilities, 

and resource availability. 

However, we need to know how 

good this method is in 

individual use or combined with 

other methods. 

 

3. HETEROGENOUS IoT 
This section provides essential background knowledge about 

heterogeneous IoT and discusses various properties of mobile 

edge devices. 

3.1 Device 
An IoT (Internet of Things) device is a physical device 

connected to the internet and able to communicate with other 

devices. These devices can be used for various purposes, such 

as monitoring and control, data collection and analysis, and 

automation. Some examples of IoT devices include smart 

thermostats, security cameras, industrial control systems, and 

wearable fitness trackers[9]. 

IoT devices are becoming more heterogenous or diverse in 

their characteristics due to the rapid expansion of the IoT and 

the increasing number of devices and technologies being 

integrated into it. This diversity can be seen in terms of the 

types of devices connected to the IoT, as well as the 

technologies and protocols used to enable communication and 

interoperability between devices[1], [10].  

The increasing heterogeneity of IoT devices is driven by 

several factors, including the need for devices to be 

compatible with a wide range of platforms and technologies, 

the desire to incorporate new and emerging technologies into 

the IoT, and the demand for greater customization and 

specialization of devices for specific use cases. 

3.2 Network 
IoT (Internet of Things) devices in a heterogeneous network 

may use various technologies and protocols to communicate 

with each other and with other devices or servers. Some 

standard technologies and protocols that are used in IoT 

communication include: 

 Wi-Fi: This wireless networking technology uses radio 

waves to transmit data over short distances. Wi-Fi is 

widely used in the IoT for connecting to the internet or 

local networks[2], [4]. 

 Bluetooth: This wireless networking technology uses 

radio waves to transmit data over short distances. 

Bluetooth is often used in the IoT for devices that need to 

communicate with each other over short distances, such as 

in a personal area network (PAN)[2], [4]. 

 Cellular networks are networks that use wireless 

communication to transmit data over long distances, such 

as those used by mobile phones. Some IoT devices, such 

as those that need to operate over vast areas or locations 

without access to Wi-Fi or other local networks, may use 

cellular networks for communication[4], [7]. 

 Zigbee: This wireless networking technology uses radio 

waves to transmit data over short distances. Zigbee is 

often used in the IoT for devices that need to 

communicate with each other over short distances and 

consume low amounts of power[2], [4]. 

 Ethernet: This wired networking technology uses cables to 

transmit data over longer distances. Ethernet is often used 

in the IoT for devices that need to connect to local 

networks or the internet through a physical connection[2], 

[4].  

The choice of technology and protocol for communication in 

a heterogeneous IoT network will depend on the specific 

requirements and constraints of the devices and the overall 

system. Factors such as the distance over which 

communication is needed, the power consumption of the 

devices, the bandwidth requirements, and the cost of the 

technology may all be considered when selecting a 

communication technology or protocol for a heterogeneous 

IoT network. 

3.3 Framework 
The framework is a set of technologies, protocols, and 

standards that enable communication and interoperability 

between a diverse range of IoT devices. These frameworks 

typically include the following: 

 Communication protocols: These are the rules and 

standards that define how devices can exchange data and 

communicate with each other. Examples of 

communication protocols used in the IoT include Wi-Fi, 

Bluetooth, cellular networks, and Zigbee[2], [4]. 

 Data management standards: These are the standards that 

define how data is collected, stored, and shared by IoT 

devices. Examples of data management standards used in 

the IoT include the IoT Protocol Stack, which defines 

standards for data representation, data modeling, and data 

access, and the OPC Foundation, which defines standards 

for interoperability between devices in industrial 

automation systems[2], [4]. 

 Security protocols: These are the protocols and standards 

used to protect the confidentiality, integrity, and 

availability of data and devices in the IoT. Examples of 

security protocols used in the IoT include encryption, 

authentication, and access control mechanisms[2], [4]. 

 Application programming interfaces (APIs): These are the 

interfaces that enable communication between devices and 

software applications. APIs expose the functionality of 

devices to software developers, allowing them to build 

applications that can interact with and control the 

devices[2], [4]. 

A heterogeneous IoT framework is designed to enable 

communication and interoperability between a wide range of 

devices and technologies in the IoT, regardless of their 

manufacturer or domain. This enables the creation of more 

complex and robust IoT systems that can deliver value to 

users through increased functionality, performance, and 

reliability. 
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3.4 Mobile Edge Devices 
A mobile edge device is a device that is located at the edge of 

a network and can provide low-latency connectivity and 

perform computation. Mobile edge devices are often used in 

mobile networks and the Internet of Things (IoT) to provide 

connectivity and compute resources to devices that are located 

in the field or at the edge of the network. Mobile edge devices 

include: 

 Mobile base stations: These devices are used to provide 

wireless connectivity to mobile devices in a network. 

Mobile base stations are typically located in areas with 

high demand for connectivity, such as urban areas, and 

can support many users[8], [10]. 

 Small cells are devices that provide wireless connectivity 

to small areas, such as a single building or a small group 

of buildings. Small cells are often used to increase the 

capacity and coverage of a mobile network in areas with 

high demand for connectivity[8], [10]. 

 Edge servers: These are located at the edge of a network 

and are used to provide computing resources and services 

to devices in the field. Edge servers are often used in the 

IoT to enable the processing of data and the execution of 

tasks closer to the source of the data, reducing latency and 

improving performance[8], [10]. 

Mobile edge devices play a crucial role in enabling 

connectivity and computation at the edge of a network and are 

an essential component of many mobile and IoT systems.  

4. OFFLOADING SCHEMES 
This section provides essential background knowledge about 

offloading and discusses various methods to help optimize the 

offloading problem. 

4.1 Problem 
Offloading is transferring data and tasks from one device to 

another to reduce the workload on the device, improve 

performance, or save resources such as battery life or data 

usage. In the context of the Internet of Things (IoT), 

offloading can address the challenges posed by the limited 

resources and capabilities of many IoT devices. 

However, offloading in a heterogeneous IoT environment, 

with a wide range of devices and technologies, can be 

particularly challenging. This is because devices in a 

heterogeneous IoT may have different capabilities, protocols, 

and resources, making it difficult to determine the most 

appropriate device to handle offloaded tasks.[5], [8], [10] 

Several factors can impact the effectiveness of offloading in a 

heterogeneous IoT environment: 

 Network conditions: The availability and quality of the 

network connection between devices can impact 

offloading performance. If the network connection is poor 

or unavailable, it may not be possible to offload tasks 

effectively[5], [8], [10].  

 Device capabilities: The capabilities of the devices that 

are involved in the offloading process, such as their 

processing power, memory, and storage, can impact the 

performance of offloading. If the device receiving the 

offloaded tasks does not have sufficient capabilities to 

handle them, the system's performance may suffer[5], [8], 

[10]. 

 Resource availability: The availability of resources such 

as battery life, data usage, and compute resources can 

impact the effectiveness of offloading. A device needs 

more resources to be able to offload tasks effectively[5], 

[8], [10]. 

In the journal that has been reviewed, the work discovers 

some main problems that need to be solved in recent research 

about offloading, summarized in Table 2. The table shows 

that the most widespread problem is Task Queue and Multi-

user. Much research is trying to solve task queue problems, 

and we want to make the system closer to real-time. Then 

there is also a problem with the multi-user when requesting 

tasks and receiving results together. Also, the dynamic 

network and random arrival arise as problems when 

offloading is used in moving devices such as vehicles or 

mobile phones. Then the common IoT problem such as 

latency, long-term use, and scheduling still exist, and much 

research still wants to solve the problem[5], [8], [10].  

Table 2. The recent problem in offloading 

Index Problem 
Number of 

citation 

1 Dynamic Network [4], [11]–[14] 5 

2 Latency [5], [7], [8], [15], [16] 5 

3 Long Term Use [11], [17] 2 

4 Multi-User [1], [12], [18]–[21] 6 

5 Random Arrival [20], [22]–[24] 4 

6 Scheduling [2], [6], [25] 3 

7 Task Queue [3], [9], [26]–[29] 6 

 

The offloading problem in a heterogeneous IoT environment 

can be complex and challenging due to the diverse range of 

devices and technologies involved. Identifying the most 

appropriate device to handle offloaded tasks and optimizing 

the offloading process to take into account the various factors 

that can impact performance, is an essential aspect of 

maximizing the benefits of offloading in a heterogeneous IoT 

environment. 

4.2 Variable  
In the context of recent offloading research in the Internet of 

Things (IoT), several variables are often considered in the 

analysis and evaluation of offloading approaches. From the 

reviewed journal, these variables can include:  

 Bandwidth: The amount of data transmitted over a 

network connection in a given period. In offloading 

research, bandwidth can be a variable of interest because 

it can impact offloading performance. For example, a 

device with a high bandwidth connection may be able to 

offload tasks more efficiently than a device with a low 

bandwidth connection [22], [23], [29]. 

 Location: The physical location of a device can impact the 

performance of offloading. For example, a device located 

in an area with poor network coverage may be unable to 

offload tasks effectively. In offloading research, location 

can be a variable of interest because it can be used to 

evaluate the suitability of a device for offloading based on 

its proximity to other devices or the network [14], [15], 

[25], [28]. 

 Task queue: The tasks waiting to be processed by a device 



International Journal of Computer Applications (0975 – 8887) 

Volume 184 – No. 46, February 2023 

8 

can impact the offloading performance. In offloading 

research, the size and characteristics of the task queue can 

be variables of interest because they can be used to 

evaluate the suitability of a device for offloading and to 

optimize the offloading process to reduce the size of the 

queue [5], [7], [8], [10], [11], [13], [14]. 

 Energy: The amount of energy consumed by a device can 

impact offloading performance. In offloading research, 

energy can be a variable of interest because it can be used 

to evaluate the impact of offloading on a device's energy 

consumption and optimize the offloading process to 

conserve energy [11], [12], [14], [17]. 

 Channel quality: The communication channel quality 

between devices can impact offloading performance. In 

offloading research, variables such as signal strength and 

error rate can be used to evaluate the channel's quality and 

optimize the offloading process accordingly [11], [21]. 

 Delay: The time it takes to transmit data between devices 

can impact offloading performance. In offloading 

research, delay can be a variable of interest because it can 

be used to evaluate the impact of offloading on the 

system's latency and optimize the offloading process to 

reduce delay [9], [13], [14], [19]. 

 Data loss: Data loss during transmission between devices 

can impact offloading performance. In offloading 

research, data loss can be a variable of interest because it 

can be used to evaluate the offloading process's reliability 

and optimize the offloading process to reduce data loss 

[12], [14], [27]. 

 Computing resource: The number of computing resources 

available on a device, such as processing power, memory, 

and storage, can impact offloading performance. In 

offloading research, computing resources can be a 

variable of interest because they can be used to evaluate 

the suitability of a device for offloading and to optimize 

the offloading process to maximize the use of available 

resources [4], [5], [7], [28]. 

These variables can all play a role in the performance of 

offloading in the Internet of Things (IoT) and can be used to 

evaluate and optimize offloading approaches in different 

scenarios. The specific variables used in a given offloading 

research study will depend on the research question being 

addressed and the goals of the offloading process. And for the 

detailed data. The summary of the variable used in the 

reviewed journal is shown in table 3. 

Table 3. variable used in recent offloading research 

Index Problem 

Number 

of 

citation 

1 
Bandwidth [1], [3], [9], [10], [15], [18], 

[19], [22], [23], [29] 
11 

2 Channel [9], [11], [21], [24] 4 

3 Computation [4], [5], [7], [28] 5 

4 
Delay [2]–[4], [7], [9], [13], [14], [19], 

[21], [24]–[26], [30], [31] 
13 

5 
Energy [3], [7], [11], [12], [14], [17], 

[19]–[23], [25], [28], [31] 
14 

6 Location [14], [15], [25], [28] 4 

7 Loss [12], [14], [27] 3 

8 

Task queue [1]–[3], [5], [7], [8], [10], 

[11], [13], [14], [16], [18]–[21], [23]–

[26], [28], [28], [29] 

20 

 

4.3 Method 

The reviewed journal has proposed several approaches to 

improve offloading performance in a heterogeneous Internet 

of Things (IoT) environment. These approaches can be 

grouped into several categories, including: 

 Algorithms for selecting the most appropriate device to 

handle offloaded tasks: These approaches use various 

metrics, such as device characteristics, network 

conditions, and resource availability, to identify the most 

suitable device for a given offloading scenario. Examples 

of these approaches include the Markov Decision Process 

(MDP) and the Value Iteration Algorithm [22], [23]. 

 Machine learning techniques for predicting the 

performance of different offloading scenarios: These 

approaches use machine learning algorithms, such as deep 

neural networks, to learn the optimal offloading strategy 

based on observed data. Examples of these approaches 

include Deep Q-Networks (DQN) and Deep 

Reinforcement Learning (DRL) [1], [25], [30], [31]. 

 Frameworks for optimizing the offloading process: These 

approaches provide a structured approach for optimizing 

the offloading process based on various factors, such as 

the characteristics of the devices and tasks, the network 

conditions, and the available resources. Examples of these 

approaches include the Virtual Continuous Time System 

(VCTS) and the Proximal Policy Optimization (PPO) 

Algorithm [15], [29]. 

The summary of the methods that have been proposed to 

improve offloading performance in a heterogeneous IoT 

environment is shown in table 4. 

Table 4. the variable used in recent offloading research 

Method Description 

Markov Decision 

Process (MDP) 

[1]–[3], [3], [5]–

[7], [9], [12]–[16], 

[18], [19], [19], 

[20], [20]–[25], 

[27], [28] 

A mathematical framework for 

modeling decision-making problems 

and identifying the optimal strategy 

based on different actions' expected 

rewards or utilities. 

Value Iteration 

Algorithm [15], 

[21] 

An algorithm for solving MDPs by 

iteratively updating an estimate of the 

value of each state based on the 

expected rewards or utilities of the 

available actions. 

Q Function [11], 

[14], [17], [27], 

[30] 

A function used to represent the 

expected reward or utility of taking a 

specific action in a specific state in an 

MDP. 

Deep Q-Network 

(DQN) [11], [28], 

[31] 

A type of neural network used to 

approximate the Q function in an MDP 

and learn the optimal offloading 

strategy. 
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Post Decision 

State [17] 

A state in an MDP represents the 

system's state after an action has been 

taken. 

Virtual Continuous 

Time System 

(VCTS) [30] 

A mathematical model represents a 

system's behavior over time as a set of 

differential equations. 

Deep 

Reinforcement 

Learning (DRL) 

[4], [7]–[10], [12], 

[13], [20], [23]–

[25], [30] 

A reinforcement learning algorithm 

using deep neural networks to learn the 

optimal offloading strategy. 

Convolutional 

Neural Network 

(CNN) [25] 

A type of neural network used to 

process data with a grid-like topology, 

such as images. 

Stochastic 

Gradient Descent 

(SGD) [23] 

An optimization algorithm is used to 

update the parameters of a neural 

network by calculating the gradient of 

the loss function concerning the 

parameters. 

Asynchronous 

Advantage Actor 

Critic (A3C) [13] 

A reinforcement learning algorithm 

using multiple parallel agents to learn 

the optimal offloading strategy. 

Lagrangian 

Transformation  

[2] 

A mathematical technique used to 

transform a problem into a new form 

that is easier to solve. 

Proximal Policy 

Optimization 

(PPO) Algorithm 

[16], [25] 

A type of reinforcement learning 

algorithm is used to learn the optimal 

offloading strategy by updating the Q 

function based on observed rewards or 

utilities. 

Deep 

Deterministic 

Policy Gradient 

(DDPG) 

Algorithm [3], 

[31] 

A reinforcement learning algorithm 

using deep neural networks to learn the 

optimal offloading strategy. Designed 

to handle continuous action spaces. 

 

The method shown in table 5 is used in a different case to 

optimize offloading performance in heterogeneous IoT 

networks. The detailed use of the method is explained in the 

paragraph below: 

 Markov Decision Process (MDP): This mathematical 

framework is used to model decision-making problems in 

which an agent takes actions in a sequence of states to 

maximize some reward or utility. In the context of 

offloading in the Internet of Things (IoT), MDPs can be 

used to model the offloading process as a sequence of 

states and actions and to identify the optimal offloading 

strategy based on the expected rewards or utilities. 

 Value Iteration Algorithm: This algorithm is used to solve 

MDPs by iteratively updating an estimate of each state's 

value based on the available actions' expected rewards or 

utilities. In the context of offloading in the IoT, the value 

iteration algorithm can be used to identify the optimal 

offloading strategy by iteratively updating estimates of the 

value of each offloading decision. 

 Q Function: This is a function that is used to represent the 

expected reward or utility of taking a specific action in a 

specific state in an MDP. In the context of offloading in 

the IoT, the Q function can be used to evaluate the 

expected rewards or utilities of different offloading 

decisions and to identify the optimal offloading strategy. 

 Deep Q-Network (DQN): This type of neural network is 

used to approximate the Q function in an MDP. DQN is 

trained using reinforcement learning algorithms to learn 

the optimal offloading strategy by iteratively updating the 

Q function based on the observed rewards or utilities of 

different offloading decisions. 

 Post-Decision State: This is a state in an MDP that 

represents the system's state after an action has been 

taken. In the context of offloading in the IoT, post-

decision states can be used to model the impact of 

offloading decisions on the system's state and identify the 

optimal offloading strategy. 

 Virtual Continuous Time System (VCTS): This is a 

mathematical model that represents the behavior of a 

system over time as a set of differential equations. In the 

context of offloading in the IoT, VCTSs can be used to 

model the offloading process's dynamics and identify the 

optimal offloading strategy. 

 Deep Reinforcement Learning (DRL): This reinforcement 

learning algorithm uses deep neural networks to learn the 

optimal offloading strategy by iteratively updating the Q 

function based on the observed rewards or utilities of 

different offloading decisions. 

 Convolutional Neural Network (CNN): This type of 

neural network is used to process data with a grid-like 

topology, such as images. In the context of offloading in 

the IoT, CNNs can be used to process data from sensors 

and other devices and to identify patterns that can be used 

to optimize the offloading process. 

 Stochastic Gradient Descent (SGD): This is an 

optimization algorithm that is used to update the 

parameters of a neural network by calculating the gradient 

of the loss function concerning the parameters. In the 

context of offloading in the IoT, SGD can be used to 

optimize the performance of DRL algorithms by updating 

the parameters of the neural network based on the 

observed rewards or utilities of different offloading 

decisions. 

 Asynchronous Advantage Actor Critic (A3C): This 

reinforcement learning algorithm uses multiple parallel 

agents to learn the optimal offloading strategy by updating 

the Q function based on the observed rewards or utilities 

of different offloading decisions. 

 Lagrangian Transformation: This mathematical technique 

is used to transform a problem into a new form that is 

easier to solve. In the context of offloading in the IoT, 

Lagrangian transformation can be used to transform the 

offloading problem into a more tractable form that can be 

solved more efficiently. 

 Proximal Policy Optimization (PPO) Algorithm: This 

reinforcement learning algorithm is used to learn the 

optimal offloading strategy by updating the Q function 

based on the observed rewards or utilities of different 

offloading decisions. The PPO algorithm is designed to be 

more stable and efficient than other reinforcement 

learning algorithms, making it well-suited for use in the 

IoT. 
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 Deep Deterministic Policy Gradient (DDPG) Algorithm: 

This reinforcement learning algorithm uses deep neural 

networks to learn the optimal offloading strategy by 

updating the Q function based on the observed rewards or 

utilities of different offloading decisions. The DDPG 

algorithm is designed to handle continuous action spaces, 

making it well-suited for use in the IoT. 

These methods can optimize offloading in a heterogeneous 

IoT environment by identifying the most appropriate devices 

to handle offloaded tasks, predicting the performance of 

different offloading scenarios, and optimizing the overall 

system performance.  

5. CONCLUSION 
Based on the data provided from the review, it is clear that 

offloading optimization in a heterogeneous Internet of Things 

(IoT) environment has been an active area of research in 

recent years. The number of publications on this topic has 

steadily increased, with a particularly significant increase in 

the number of publications in 2022. This trend suggests that 

offloading optimization is an important and growing research 

area, with many researchers developing new approaches and 

techniques to improve offloading performance in the IoT. 

A wide variety of methods have been proposed to optimize 

offloading in a heterogeneous IoT environment, including 

algorithms for selecting the most appropriate device to handle 

offloaded tasks, machine learning techniques for predicting 

the performance of different offloading scenarios, and 

frameworks for optimizing the offloading process. These 

methods can improve offloading performance in the IoT by 

enabling more efficient resource utilization and reducing the 

burden on individual devices. 

Overall, the literature review conclusion suggest that 

offloading optimization in a heterogeneous IoT environment 

is a promising research area with significant potential to 

improve the performance of the IoT. Further research is 

needed to continue developing and refining these approaches 

and better understand their limitations and potential 

applications. 
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