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ABSTRACT 

Diabetes Mellitus (DM) is a prevalent chronic condition that 

can lead to serious health consequences and even death. It is 

marked by hyperglycemia in which blood sugar levels are 

abnormally high. According to recent data, there will be 642 

million diabetics by 2040, which implies one in every ten 

persons will have diabetes. Obviously, this worrying figure 

requires a great deal of attention. Diabetes screening can be 

made more affordable, faster, and more generally available by 

making it possible to predict a patient's diabetic status based 

on just a few key attributes. The purpose of this study is two-

fold. First, the impact of salient features in the diagnosis of 

diabetes cases will be investigated.  Using random forest, and 

recursive feature elimination with majority voting procedures, 

essential features were first identified for the prediction 

models to be built. State-of-the-art model performance was 

achieved by employing 13 distinct machine learning 

classifiers. Experimental results using patient data collected 

from 130 hospitals in the US suggest that ensemble models 

outperformed the individual ones in terms of overall 

performance. The data was further analyzed to discover the 

salient risk factors and how they affect diabetes classification. 

Second, it is believed that once diagnosed as diabetes, there 

could be many factors that affect the patients’ chances of 

developing diabetes-related diseases. This research 

investigated these factors to build models for predicting 

patients’ diabetes-related diseases such as circulatory, 

nervous, and digestive systems’ diseases. The prediction 

models achieved state-of-the-art model performance by 

deploying ensemble machine learning techniques. In addition, 

to increase confidence in the designed machine learning 

models, a few interpretations behind the decisions made by 

these prediction models were provided. Thus, it is believed 

that the designed models can assist physicians, clinicians, and 

patients to better understand the risk of acquiring diabetes. 
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1. INTRODUCTION 
According to the world health organization, the number of 

people with diabetes has increased almost three-fold over the 

past four decades. Mainly, there are two types of diabetes 

patients: diabetes type-1, and diabetes type-2 [1]. Diabetes 

type-1 are those patients whose pancreas can’t produce 

insulin, and therefore they need special treatment that 

involves injecting their bodies with insulin. On the other hand, 

diabetes type-2 patients have a pancreas that is not 

functioning properly, and therefore they may be required to 

take insulin or tablets according to the severity of the 

situation. In both cases, to handle that condition on a daily 

basis, the patient, or those who live with him, can not rely on 

symptoms that the patient may experience. In addition to 

apparent symptoms such as dizziness, headache, sweating or 

any other symptoms that may cooccur with low or high blood 

sugar, clinical tests are essential to have an accurate measure 

of the blood sugar level and other parameters that may affect 

it. 

Clinical tests are mostly done at the labs because they have 

specialized equipment that can provide accurate 

measurements; however, the blood sugar level could be 

measured outside the lab by the patient using specialized 

personal glucometer kits. As for the accumulative blood sugar 

level, which is preferably measured every three months, the 

lab is needed to measure its actual value. This test gives the 

true picture of the patient blood sugar level and represents the 

average blood glucose levels over the past three months. Even 

if the blood sugar levels are low using the glucometer test kits 

that the patient use on a daily basis, the accumulative test is 

the real measure to tell if the patient's situation has improved 

or not. It is worth mentioning that the accumulative test is 

more indicative of type-2 diabetes but can not be completely 

relied on for type-1 diabetes because it may not reflect an 

abrupt change in blood glucose. To stay healthy, the patient 

has to follow a certain lifestyle, including food, sport, and 

medication. He needs to have his body checked regularly for 

blood sugar levels and other related measures such as kidney 

functions and other parameters that may indicate the 

development of other diseases. 

Keeping a healthy lifestyle for a diabetes patient may become 

mandatory if the accumulative blood sugar level is high in 

accordance with other parameters collected periodically from 

the patient. Having a regular screening besides a healthy 

lifestyle is essential for the diabetes patient to maintain a 

healthy life and stay safe. Failing to do that may induce other 

diseases related to the digestive, circulatory and nervous 

systems for example [2, 3]. As a result, learning how to 

effectively and promptly diagnose and assess diabetes is an 

important topic of research. Obtaining a diagnosis as early as 

possible makes it significantly easier to control the disease. To 

combat the rising incidence of diabetes, many researchers 

have sought to measure how many people have diabetes in a 

region [4, 5], what are the factors related to diabetic control 

[6, 7], or build learning models to predict diabetes [8,9, 10].  

These initiatives aim to improve healthcare quality and 

control the high rate of diabetes growth. Early detection and 
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treatment can lessen the problems and their negative influence 

on a person's quality of life. This can cut costs and positively 

affect the health care system. 

Even though we believe that the current initiatives can be 

beneficial and useful in addressing the diabetes problem, there 

is a need to come up with ways to identify diabetes in the 

common populace that are effective, economical, and widely 

accessible. Identifying diabetic patients from non-diabetic 

individuals is essential, but it is also important to determine 

the risk factors contributing to diabetes. By recognizing and 

addressing these factors, individuals can take timely action to 

exert control over them. Hospitals and clinics could use these 

indicators to identify patients who are at risk. 

Given the aforementioned circumstances and the pressing 

demand, we are driven to devise a method for distinguishing 

people with diabetes from healthy individuals using electronic 

health records. As a result, prediction models are being 

developed in this study to explore real data on diabetes 

patients acquired from 130 US hospitals using various criteria. 

Despite the fact that the records in the dataset contain more 

than 50 features, our goal is to distinguish a minimal set of 

risk factors that patients could monitor at risk for diabetes or 

non-diabetics as preventative measures for avoiding the 

disease.  Earlier research in this area employed a significantly 

greater number of factors in various settings. Therefore, the 

current study sheds new light on the diagnosis of diabetes and 

other related patients’ diseases. 

This paper is focused on investigating the impact of salient 

factors on the diagnosis of diabetes cases as well as its related 

diseases with the intention of achieving the following main 

objectives: (1) exploring the 130 US-hospitals dataset, (2) 

identifying optimal number of health-related features using 

various feature selection techniques, (3) building machine 

learning models to determine the impact of salient factors on 

the diabetes diagnosis, (4) building machine learning 

prediction models for diabetes-related diseases’ classification, 

(5) developing interpretability methods to determine the 

impact of salient features on model outputs. The rest of the 

paper is structured as follows: section two introduces the 

related studies that were found in the literature. Section three 

discusses the materials and methods employed in this research 

for creating our predictive models. Section four introduces the 

diabetes prediction models’ results, where section five 

discusses the diabetes-related diseases’ models’ results. 

Finally, we end our paper with a conclusion summarizing our 

work and shed light on possible future work directions. 

2. RELATED STUDIES 
In this section, we review the existing studies related to the 

prediction of diabetes using machine learning techniques and 

the impact of various health-related features on diabetes 

prediction. Daanouni et al. [11] compared the performance of 

various machine learning algorithms to predict type 2 diabetic 

encounters using two diabetes datasets. The first dataset was 

obtained from Frankfurt Hospital in Germany and the second 

one was the open-access Pima Indian dataset. The same risk 

variables and clinical data were present in both datasets. Both 

noisy data (before pre-processing the datasets) and pre-

processed data were used to evaluate the performance of the 

experimental algorithms. The evaluation results using 

common metrics showed state-of-the-art classification 

performance. The use of some factors like skin thickness and 

diabetes pedigree function, which are often not available or 

recorded, is a limiting issue for this technique. Furthermore, 

features such as skin thickness may lead to classification 

based on racial origin, limiting the generalizability of the 

approach. 

Based on patient demographic characteristics and laboratory 

findings, Lai et al. [12] developed a prediction model to 

effectively detect Canadian patients at risk of Diabetes 

Mellitus. The authors used Logistic Regression and Gradient 

Boosting Machine (GBM) approaches to create prediction 

models. The discriminating capacity of these models was 

assessed using the area under the receiver operating 

characteristic curve (AROC) and sensitivity. However, they 

made no indication of the accuracy or specificity of the 

models, which normally come with higher sensitivity as a 

trade-off. As a result, their observations are not generalizable. 

Similarly, many relevant studies have examined the 

performance of various machine learning models using some 

specific measures, whereas the same model using a different 

measure may result in a mediocre performance. Several other 

methods for diabetes prediction [13, 14] suggested that some 

algorithms can provide superior prediction results without 

taking into account the issue of model generalization. 

The National Health and Nutrition Examination Survey 

(NHANES) from the US Centers for Disease Control and 

Prevention (CDC) [15] has been utilized in a number of 

different studies to predict diabetes and other disorders. The 

NHANES data collection began in 1999 and continues to 

increase in terms of both the number of records and the 

variables included in its surveys each year. In these 

researches, the NHANES dataset is used as the primary source 

of data for classification and disease prediction, although a 

selection of attributes is used for those purposes. For instance, 

the researchers in [16] found 14 key factors that are critical for 

developing their machine learning models. They were able to 

obtain results of 83.5% and 73.2% on the area under the ROC 

curve using two classification techniques. In their study, 

Semerdjian and Frank [17] included two additional variables: 

leg length and cholesterol. They were able to estimate the 

beginning of diabetes with an AUC (Area Under Curve) of 

83.4 % using an ensemble model based on the results from 

five classification algorithms. The number of features in each 

of these investigations (14 and 16) was much larger than what 

would ordinarily be accessible in most EHRs. Hospitals that 

keep track of these features might not get the values for all the 

features for most of the patients. The methods only have a 

limited range of applications because of this constraint. 

According to research published in Diabetes Research and 

Clinical Practice by Dinh et al. [18], machine learning 

algorithms were employed in conjunction with the NHANES 

dataset to identify characteristics that lead to the growth of 

diabetes and cardiovascular diseases. They also looked at how 

to predict prediabetes and diabetes that haven't been 

identified. The researchers employed several bagging and 

boosting machine learning models for disease classification. 

They utilized 123 attributes to classify diabetes and had a 

state-of-the-art predictive performance. The fact that the 

dataset was further divided into the laboratory (including 

laboratory results) and non-laboratory (survey data alone) 

datasets was a unique feature of their study. The research 

discovered that machine learning models built on survey data 

might provide automated methods for identifying people at 

risk of diabetes. The authors did not specify the number of 

variables utilized in non-laboratory data, so it is difficult to 

determine if their technique is generally applicable. 

Previously, feature selection was used to improve prediction 

results in a variety of clinical settings. For example, the 

authors in [19] have demonstrated that performing feature 
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selection improves the classifier's results for predicting 

success or failure in Noninvasive Mechanical Ventilation 

(NIMV) in Intensive Care Units (ICU). To better analyze 

three separate datasets related to diabetes, hepatitis, and breast 

cancer, Tomar and Agarwal [20] utilized the hybrid feature 

selection method on each dataset. Their model used a 

classifier based on weighted least squares support vector 

machines (WLS-SVM), a sequential search strategy, and a 

correlation-based technique to rank the features and decide 

which features are the most important. On the contrary, we 

used recursive feature elimination for feature selection, which 

is a faster method that does not require a selection strategy. 

Balakrishnan et al. in [21] employed SVM ranking with 

backward search technique to maximize the classification 

accuracy of Naive Bayes classifier for diabetes. In another 

effort, Ephzibah [22] built a hybrid model for future subset 

selection utilizing evolutionary algorithms and fuzzy logic. 

However, there are additional costs associated with genetic 

algorithms, and their model did not justify the associated costs 

when compared to the accuracy it achieved. The genetic 

programming algorithms developed by Aslam et al. [23] were 

applied to construct a subset of features from Pima Indian 

diabetes dataset using the sequential forward selection 

method. Not only is the approach expensive, but the 

prediction accuracy (80.5%) obtained with 10-fold cross-

validation and a specific genetic programming configuration 

falls short of other contemporary approaches. 

The authors in [24] utilized T1D Mellitus (T1D) patients to 

perform feature selection. The evaluation of blood glucose 

level prediction utilized time-series data of these features and 

a sequential algorithm. They ranked these features based on 

their importance for predicting the blood glucose level using 

this information. 

Feature selection is often achieved using clustering for text 

classification, a technique used commonly in text 

classification. Ienco and Meo [25] utilized hierarchical 

clustering for the purpose of improving the accuracy of 

classification on 40 datasets provided by the University of 

California, Irvine. It has been shown that hierarchical 

clustering produces better outcomes than other approaches 

such as feature ranking. The Naïve Bayes' classifier yielded an 

accuracy of 77.47% on the diabetic data, while the J48-based 

classifier obtained 75.26%. However, their work is limited in 

two ways. First, it is not as accurate as other methodologies 

on the same dataset. Second, the claimed performance is 

solely for classification accuracy; additional assessments 

show lower results. 

Strack et al. [26] investigated the effect of HbA1c 

measurement on hospital readmission rates of diabetic 

patients. More specifically, they looked at how frequently 

patients diagnosed with diabetes reported paying attention to 

their diabetes treatment by examining the level of HbA1c in 

the group. Based on this, it was found out that an improved 

assessment of HbA1c might lead to fewer readmissions in 

hospitalized patients. Moreover, individuals with circulatory 

diseases were still most likely to have their readmission rates 

rise after leaving the hospital. However, those with diabetes 

were far more likely to have readmission rates rise as a result 

of choice to have an HbA1c test. 

In another effort, Ye et al. [27] looked at the relationship 

between HbA1c levels and the hemoglobin (Hb) structure in 

individuals with type 2 diabetes. On the basis of their HbA1c 

level, seventy-four diabetic patients were divided into two 

groups. Thirty-four people who were in good health served in 

the control group. Fourier transform infrared spectroscopy 

(FTIR) was used to analyze the structure of Hb, and diabetic 

erythrocytes were simulated to determine the effect of glucose 

on Hb. The authors thus hypothesized that a higher HbA1c 

level was associated with hemoglobin alterations in diabetics, 

which might lead to harmful consequences associated with 

type 2 diabetes. However, the authors have just tested the 

hypothesis in their present work. More research is required to 

verify their findings. Yet, in another study [28], the impacts of 

changes in blood glucose levels on HbA1c were explored. For 

this purpose, a logistic regression model was created to 

illustrate the effectiveness of the factors that contribute to a 

rise in HbA1c levels. Blood glucose was found to be the most 

relevant component based on the experimental results. 

Based on the analysis presented above, we may state that most 

current approaches use non-generalizable features and cannot 

be used in all circumstances. Also, there are a significant 

number of features used that are not practical to get in most 

situations. Moreover, by utilizing a large number of features, 

we may end up developing models that have limited use in the 

real world. And lastly, results are often only provided 

considering one evaluation metric, neglecting to report 

additional metrics that may have poorer performance as an 

issue. We address the challenge of HbA1c based diabetes 

prediction with these caveats in mind. 

We employ a minimum number of features in our method, 

further lowering them through feature removal. To get the 

best performance across multiple models, we employ thirteen 

different models for diabetes prediction. Based on our results, 

we may conclude that the selected features are not 

predisposed to certain models. Finally, our study identifies 

variables that may have an indirect effect on diabetic 

complications. Specifically, we build models for predicting 

patients’ diabetes-related diseases such as circulatory, 

nervous, and digestive systems’ diseases. 

3. MATERIALS and METHODS 
This section details the methodologies that will be utilized to 

create a predictive model to predict the likelihood of diabetes. 

The following steps were completed in order to produce the 

model: data pre-processing, feature selection, training and 

testing the model, and hyperparameter tuning. We begin with 

the description of the dataset used in this study, and then each 

of the above steps is elaborated. 

3.1 Data Description 
We used a publicly available dataset from the University of 

California Irvine repository comprising anonymized diabetic 

patient data for 130 US hospitals that were accumulated over 

ten years and includes 101,766 observations [26]. The dataset 

consists of patient characteristics, diseases, tests, and drugs 

with more than 50 different features. Originally, Strack et al. 

[26] used this dataset to analyze the impact of HbA1c on 

hospital readmission rates. In our proposed paper, we used the 

same dataset to tackle a slightly different problem which is the 

prediction of diabetic cases and their impact on patients’ 

health status. Table 1 lists some of the key categorical and 

numerical features and their statistical summary. 

3.2 Data Pre-processing 
The initial stage in data cleaning deals with missing values, 

which refers to the lack of data in a record, whether 

voluntarily or inadvertently. In our case, each missing value 

was analyzed and handled separately. They were encoded in 

the dataset as ―?‖ for most features. We obtained eight 

different features containing missing values. ―Weight‖’ 
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feature includes 98% of records with missing values. We 

decided to drop this feature since the percentage of missing 

values is too high. Similarly, both ―Payer code‖ and ―medical 

specialty‖ features were also dropped due to a large 

proportion of missing values. ―Gender‖ contains three entries 

with invalid values. So, we chose to drop these three records. 

We found that two drug-related features called ―citoglipton‖ 

and ―examide‖ had identical values for all the records. 

Essentially, they could not be used for predictive purposes, 

and so we dropped them as well. 

3.3 Feature Engineering 
3.3.1 Feature Reduction 

After removing missing values and other sources of bias from 

the data, it is critical to improving the feature set, especially 

minimizing the level of distinct values for categorical 

features. As a result, clustering was used to combine similar 

findings together. Discharge disposition, admission type, and 

admission source contained multiple categories. We 

condensed these features into a reduced number of categories 

where they were meaningful. For instance, several admission 

types called ―Urgent Care‖, ―Emergency‖, and ―Trauma‖ 

consolidated because all of them are emergency encounters. 

3.3.2 Feature Creation 

First, we created our target feature called ―diabetes‖ to label 

each instance in the dataset as diabetic or not. To achieve this, 

we used three diagnosis features (―diag_1‖, ―diag_2‖, and 

―diag_3‖). An instance was labeled as diabetic if the patient 

was diagnosed as diabetic at any of these three diagnosis 

stages, otherwise, it was categorized as non-diabetic. This 

classification resulted in 38,024 (37.36%) and 63,742 

(62.63%) as diabetics and non-diabetics, respectively. We can 

see that the dataset is somewhat imbalanced, which will be 

addressed using some data sampling techniques to be 

discussed later. Secondly, we created some new features 

combining multiple individual features to reduce the overall 

feature count. 

3.3.3 Feature Encoding 

Many of the features in the dataset, such as gender, race, 

medication change, all twenty-three medications were 

represented in string format. To incorporate those features 

more effectively into our model, we convert them to numeric 

binary features indicating their nature. For instance, the 

―medication change‖ feature was encoded as 0 and 1 instead 

of ―No‖ (no change) and ―Ch‖ (changed). The results of A1C 

and Glucose serum tests will also be divided into three 

classes: ―not tested‖, ―abnormal,‖, and ―normal.‖ Similarly, 

we applied binary classification on the ―readmitted‖ feature, 

which originally contains less than 30 days, greater than 30 

days, and non-readmission categories. Finally, we encoded the 

―age‖ feature with a discrete numerical value. The dataset 

currently contains 10-year groups for its values. In this study, 

we analyzed the age distribution in the middle of each age 

category, as was done in recent literature [29]. For example, 

we estimate the patient’s age to be 25 years if the patient is 

between 20 and 30.  

3.3.4 Feature Transformation and Outlier Removal 

An initial analysis found that many numerical features had 

significant skewness and high kurtosis. This would adversely 

impact the standardization of these features. Skewness refers 

to the difference between the mean and the expected value, 

which is zero for a normal distribution. Moreover, kurtosis 

measurement represents how unevenly the tails of a 

distribution deviate from a normal distribution. Hence, the 

transformation was used where skew and kurtosis exceeded 

the limits of -2 to +2. We utilized Box Cox transformation 

[30] in this study, which transformed the numerical features to 

ensure that they strongly resemble a normal distribution. An 

exponential variable (e.g., lambda), which ranges from -5 to 5, 

is at the center of the Box Cox transformation. The ―optimal 

value‖ is the onethat best approximates a normal distribution 

curve. The transformation of a dependent feature, y, has the 

following form: 

𝑦 𝜆 =  
𝑦𝜆−1

𝜆
    , 𝑖𝑓𝜆 ≠  0 

𝑙𝑜𝑔𝑦   , 𝑖𝑓𝜆 = 0

   (1) 

 
Once the data was transformed to ensure normal distribution, 

we standardized them to achieveimproved model fit 

andaccuracy. Moreover, the outliers were then detected using 

the normal distribution method with standard deviation. We 

discarded any data that were outside the range of three 

standard deviations. 

3.4 Feature Selection 
Feature selection is the method of choosing a group of 

important features from the dataset to characterize the target 

class. It increases the time it takes to compute the result, the 

generality of the model, and issues in interpreting machine 

learning problems [31]. Filter-based, wrapper-based, and 

embedded are the three feature selection approaches. In 

Table 1. Key Numerical (with Statistical Summary) and Categorical Features Diabetes Encounter Dataset US 130 

Hospitals (1999-2008) 

Numerical Features Min Mean Median Max St. Dev 

Time in hospital 1 4.40 4 14 2.98 

No. of admission 0 0.64 0 21 1.26 

No. of diagnoses 1 7.42 8 16 1.93 

No. of procedures 0 1.34 1 6 1.71 

No. of lab procedures 1 43.10 44 132 19.67 

No. of medications 1 16.02 15 81 8.13 

No. of outpatient visits 0 0.37 0 42 1.27 

No. of emergency visits 0 0.19 0 76 0.93 

Categorical Features  Specifics  

Readmission 53.9% No, 34.9% >30 days, 11.2% <30 days 

Change of medication 53.8% No change, 46.2% change 

HbA1c test result 83.3% None, 8.1% >8, 4.9% Norm, 3.7% >7  

Gender 53.8% Female, 46.2% Male 

Race 74.8% Caucasian, 18.9% African American, 2.2% missing, 2.0% Hispanic, 

1.5% Other, 0.6% Asian  

Age Categorized in 10-year intervals, Highest 25.6% 70-80 Years. 
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wrapper methods, multiple models are generated by 

constraining input features, and these models are then tested 

to see which model delivers the best performance according to 

a given metric. Examples of wrapper methods include forward 

selection of features, recursive or backward feature 

elimination, etc. In embedded methods, feature selection 

isbuilt into the machine learning algorithm. Regularized trees, 

LASSO with L1 penalty, and RIDGE with L2 penalty are 

some of the popular examples of these methods. 

3.5 Classification Models 
We have employed thirteen machine learning classification 

techniques, including ensemble techniques, to build our 

predictive models. This section, in particular, describes some 

of the ensemble models used in our study. Generally, 

ensemble machine learning combines different machine 

learning models to generate a better prediction model. A few 

ensemble machine learning techniques have been used in this 

research, such as Bagging and Boosting [32-39]. Throughout 

our analysis, the Decision Tree (DT) machine learning model 

was mainly used as a white-box model during models' 

interpretations. In addition, a 10-fold stratified cross-

validation method was implemented to gauge the performance 

of the designed ensemble machine learning models. This 

technique repeatedly partitioned our original data set into a 

training set and a test set to evaluate the designed machine 

learning models and then generate an average estimation for 

the partitioned 10 folds. 

In the following section, we will shed light on the methods 

behind the used ensemble techniques. We will briefly discuss 

some of the techniques deployed in this research to leave 

more room for more results. For those who may need further 

information about the used methods, the theory part in our 

earlier work could be helpful [40, 41]. In the following 

paragraphs, we will discuss some major concepts used in our 

deployed algorithms such as regression and random forests 

machine learning techniques. 

Regression is considered a supervised technique that attempts 

to model the variations in the data set class 𝑓 x1, x2,… xn , or 

simply 𝑦, as a linear combination of the attributes x1,x2,… xn :  

𝑓 x1, x2,… xn = 𝛼𝑜 + 𝛼1𝑥1+𝛼2𝑥2 + ⋯+ 𝛼𝑛𝑥𝑛 (2) 

Where our dataset attributes, x1, x2,… xn , are considered 

independent variables, αo ,α1,… ,αn  are considered constants 

coefficients, and 𝑓 x1, x2,… xn  is considered the dependent 

variable. As the name indicates, linear regression investigates 

the implied linear relations in the dataset, however logistic 

regression investigates the nonlinear relations. One of the 

options of transforming linear regression to logistic regression 

is to assign a conditional probability score to each instance 

investigated in the dataset. Therefore, for example, a 

probability value of 1 corresponds to having an instance of the 

dataset identified as a diabetes case, 𝑝 𝑦 = 1|𝑥 , and 0 

corresponds to being normal. To do that transformation, in 

essence, we need to the probability to be transomed into an 

odd ratio, where we find the relation between the log odds and 

the independent predictor attributes, x1, x2,… xn , by having: 

𝑙𝑜𝑔𝑖𝑠𝑡 𝑦 = 𝑙𝑛
𝑝 𝑦=1|𝑥 

1−𝑝 𝑦=1|𝑥 
 , where, 

𝑙𝑜𝑔𝑖𝑠𝑡 𝑦 = 𝛼𝑜 + 𝛼1𝑥1+𝛼2𝑥2 + ⋯+ 𝛼𝑛𝑥𝑛                    (3) 

Another deployed major machine learning technique that is 

also widely applied in research is RF. Originally, the random 

forest classifier combines the predications of multiple 

randomized decision trees. Each decision tree is designed 

based on a few random vectors that are generated from the 

same probability distribution. Therefore, considering a dataset 

𝐷𝑛 , and a set of features x1, x2,… xn , we can define a query 𝑞 

over 𝑀 randomized decision trees as 𝑚𝑛(𝑞;𝑋𝑗 ,𝐷𝑛). Based on 

these definitions, the random forest prediction could be 

generated using equation 9, and then the majority voting of 

the predictions is made over the randomized  𝑀 decision trees. 

𝑚𝑛 𝑞; 𝑥1,… , 𝑥𝑚 ,𝐷𝑛 =  
1,

1

𝑀
 𝑚𝑛(𝑞;𝑋𝑗 ,𝐷𝑛) ≥ 0.5𝑚
𝑗=1

0, 𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒
            

(4) 

3.6 Evaluation Metrics 
The confusion matrix is used in this research for model 

evaluation because of its ability to summarize the 

performance of different machine learning models [42]. The 

metrics that we have used in our research are Accuracy, 

Precision, Recall, and the 𝐹1𝑆𝑐𝑜𝑟𝑒, see equations 2-5.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦

=
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑁
(5) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(6) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(7) 

𝐹1𝑆𝑐𝑜𝑟𝑒

= 2  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (8) 

Where, 

TP is the True Positive values,  

TN is the True Negative values, 

FP is the False Positive values, and  

FN is the False Negative values. 

4. PERFORMANCERESULTS of 

DIABETESDAGNOSIS 
In this section, we describe the results of our experiments for 

diabetes diagnosis with the selected machine learning models. 

We have used a total of thirteen classifiers to investigate their 

effectiveness in predicting potential diabetic encounters. We 

have considered a few feature selection methods such as 

recursive feature elimination with majority voting and 

Random Forest (RF). In most circumstances, having duplicate 

and irrelevant features in the data reduces the model's 

accuracy. In this regard, it is important to select features that 

reduce overfitting, improve accuracy, and speed up model 

training. We started with RFE (Recursive Feature 

Elimination) method, which works by removing features from 

the training dataset repeatedly, and then rebuilding the model. 

It operates by fitting a model, rating the features, deleting the 

least important ones, and re-fitting the model. We have 

employed a variant of RFE that uses cross-validation 

assessment to automatically determine the ideal number of 

features for a certain machine learning technique.  

To create the optimum number of features with the highest 

importance ranking, three different models, namely, Decision 

Tree (DT), Random Forest (RF), and Gradient Boosting (GB) 

were utilized with majority voting. The number of features 

obtained from DT, RF, and GB was 17, 47, and 33, 

respectively. Finally, we came up with 36 features with 

majority voting where a feature was selected if it was ranked 

by at least two of these three models. Table 2 summarizes the 

performance results of all the models for diabetes prediction 

purely employing the selected features. We observe that the 
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classification performance obtained by all the ensemble 

techniques, especially GB and XGBoost, are quite similar or 

better than those achieved with all features. Therefore, it is 

possible to build a diabetic predictor that is both simple and 

effective, utilizing only a few features. 

 

Fig. 1: Interpretation of the Complete Model 

Demonstrating the Impact of Salient Features on the Best 

Performing Model (Gradient Boosting) Output 

We have used shapely additive explanations (SHAP) analysis 

[43] to interpret the diagnosis results of our best performing 

ensemble model.  SHAP aids in the interpretation of machine 

learning models with shapely values. The contributions made 

by each feature in the diagnosis made by a machine learning 

model are quantified by these values. A summary chart can 

help us visualize the significance of each feature and its 

impact on the prediction.  Features are sorted in Figure 1 

according to the sum of SHAP value magnitudes across all 

samples. It also employs SHAP values to depict the 

distribution of each feature's impact. The color indicates the 

value of the feature — red indicates a high value, while blue 

indicates a low value. Each dot represents a training scenario. 

The features are listed from most important to least important 

on the y-axis. An impact on model output is shown with 

SHAP values on the x-axis. These values would be added 

together to produce the final predicted values for any given 

example. Since we are using a classifier, they are the log-odds 

ratio. A 0 indicates that there is no marginal impact on the 

probability, a positive value indicates that the probability of 

being diabetic is increasing, and a negative value indicates 

that the corresponding probability is decreasing. 

 

(a) 

 

(b) 

Fig. 2: Interpretation of a Single Feature to Show its 

Impact on Model Output (a) age, (b) A1Cresult_1 

For example, high HbA1c values, as shown earlier in Figure 

1, increase the probability of being diabetic and low values of 

change of medication indicate an increase in the same 

probability.  Moreover, as shown in Figure 3, we can explain 

a single feature and its impact on the model output by plotting 

the SHAP values of that feature against the value of the 

feature across all instances in the dataset. It also shows the 

impact of the feature that takes place due to the interaction 

with other features. As before, individual training examples 

are represented by dots and colors denote the interaction 

feature's value. The y-axis represents the SHAP values for the 

primary feature under consideration, while the x-axis 

represents its own values. For example, Figure 2(a) shows that 

Table.2 Performance Evaluation of the Models on the Test Dataset with Selected Features Using Recursive 

Feature Elimination with Majority Voting Technique (36 features) 

Model Accuracy Precision Recall F1-score AUC score 

LR 0.706 0.722 0.671 0.695 0.819 

LD 0.706 0.721 0.672 0.695 0.819 

KNN 0.725 0.703 0.779 0.739 0.791 

CART 0.729 0.726 0.737 0.731 0.718 

NB 0.676 0.655 0.743 0.696 0.767 

GM 0.513 0.508 0.879 0.644 0.378 

SVM 0.705 0.720 0.673 0.695 0.819 

RF 0.800 0.840 0.742 0.788 0.855 

Extra-Trees 0.783 0.813 0.734 0.771 0.836 

Bagging 0.804 0.852 0.735 0.789 0.874 

AdaBoost 0.803 0.860 0.723 0.786 0.866 

GBoosting 0.807 0.870 0.722 0.789 0.873 

XGBoost 0.806 0.864 0.725 0.789 0.868 
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those with a high age range appear to have a greater 

likelihood of being diabetic. Moreover, the red dots of 

interaction feature (number_diagnoses) indicate that a greater 

number of diagnoses tend to have a higher chance of 

developing diabetic complications. Similarly, high values of 

HbA1c, as shown in Figure 2(b), seem to have an increased 

diabetes probability. 

In summary, this study developed an interpretable machine 

learning approach for diagnosing diabetes mellitus and 

identifying the impact of salient features on this process. The 

diagnostic models were built using a large dataset and 

ensemble machine learning techniques. Data-driven feature 

selection strategies were used to identify predictors that were 

significant in identifying the unique classes in the curated 

dataset. Among the three different feature selection techniques 

experimented with, RF appeared to be the best strategy to 

generate important features from the dataset. We figured out 

that we could obtain the best diagnostic performance using 

only a minimum of 18 features. During experiments, we 

discovered that the features obtained from all three feature 

selection techniques contained HbA1c as one of the crucial 

features. This suggests that HbA1c can be utilized as a better 

predictor of diabetes. This is also consistent with our model 

interpretation results and earlier studies.  In a prior study [44], 

samples were collected from 3523 patients who fasted 

overnight. A certain level of HbA1c or FPG (Fasting Plasma 

Glucose) was used to indicate a positive diabetic case. 

According to the study, it was established that HbA1c testing 

has greater sensitivity for detecting patients with diabetic risk 

than FPG testing, and hence may have a bigger influence on 

diabetes diagnosis. Compared to other techniques, we can find 

certain distinguishing aspects of our approach. We relied on a 

minimal set of features (18) to diagnose diabetes. In 

comparison, the majority of current techniques make 

extensive use of features. For instance, the authors in [18] 

employed 123 features topredict diabetes, and even after 

excluding the numerous laboratory tests, they had a 

considerably larger number (the actual number is unknown). 

In practice, it is challenging to find this large number of 

features in real-world data. So, we came up with a system that 

allowed us to determine if a person was diabetic or non-

diabetic based on just a few features. 

5. DIAGNOSIS RESULTS of DIABETES 

RELATED DISEASES 
To understand the relation between one of the important 

biomarkers in diabetes called HbA1c and the expected related 

diseases, we started our analysis by reducing our dataset 

features to a closely related set: race, gender, age, weight, 

max_glu_serum, A1Cresult, and the class diag_1. diag_1 is 

the primary diagnosis, and it is divided into several expected 

disease categories as seen in Table 3. We also changed the 

class diag_1 into different categories according to the ranges 

given in the original data set. Figure 3 illustrates the numeric 

diag_1 attribute as well as its corresponding converted 

categorical values. 

 

(a) 

 

(b) 

Fig. 3: diag_1 class categories: (a) diag_1 numeric values’ 

distribution; (b) diag_1 transformed categories 

We prepared a sub data set that included all the attributes 

shown earlier in Table 1; however, because there are a lot of 

missing values for the weight attribute, we ended up with a 

small number of instances after data preprocessing. Figure 4, 

next page, shows the interpretation analysis done using the 

DT model technique. Some DT model interpretations were 

meaningful, and smaller reduced-size sub-trees were chosen 

to show possible model interpretations. During our 

interpretation analysis to understand the designed model, we 

noticed that all the four features: age, gender, race, and 

A1Cresult, are contributing to the final decision in the shown 

sub-tree in Figure 4. Especially for the critical weight between 

75-100, HbA1c result yielded more information in the 

diagnosis process showing that circulatory diseases are more 

Table 3. Selected Observations of Different Disease Categories in the Original Dataset 

Disease Category 
Number of 

Observations 

Percentage of 

Observations 
Description 

yrotalucriC 21,411 30.6%  circulatory system diseases 

yrotaripseR 9,490 13.6%  sesaesid metsys yrotaripser 

evitsegiD 6,485 9.3%  sesaesid metsys evitsegid 

Injury 4,697 6.7% injury and poisoning diseases 

Musculoskeletal 4,076 5.8% musculoskeletal diseases 

Genitourinary 3,435 4.9% genitourinary system diseases 

Neoplasms 2,536 3.6% neoplasm diseases 

Others 12,347 17.3% e.g. skin and nervous system diseases 
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likely to happen to diabetes and pre-diabetes patients. 

Unfortunately, we had to drop the weight feature from our 

analysis because of the low accuracy during disease 

prediction. As well, we had to drop the max_glu_serum 

feature because in the final reduced dataset that test was not 

taken for most of the patients. Despite the fact that the 

max_glu_serum feature is important in the diagnosis process, 

the lack of data may lead to the design of imprecise machine 

learning models. However, on the bright side, to guarantee an 

overall model accuracy, the accumulative sugar level 

introduced by the HbA1c feature was considered a logical 

substitute given the current situation. 

After dropping the weight and the max_glu_serum features, 

we mainly ended up having four features: race, gender, age, 

A1Cresult, and diag_1 as a class label, and we called that data 

set the 4F_dataset. When we started removing all the missing 

values in all the other attributes, we ended up with 16,498 

instances, which could be adequate to start building our 

machine learning models. However, the distribution of data 

disease categories in diag_1 did not fully resemble the 

distribution in the original data set. The sample percentage 

distribution of the primary diagnosis feature in the original 

dataset and the reduced 4F_dataset was compared. An error δ 

was calculated as the difference between the two values, see 

Table 4. 

To handle the error difference between the original data set 

and the 4F_dataset, it was safe to set a limit for the acceptable 

error δ. In our research, δ=5% was used as a limit, and 

therefore, the instances that have diag_1 categorical value 

such as Metab, 15.85%, and Congen, 8.73% had to be 

removed, resulting in 11,997 instances remaining. As well, to 

overcome the multi-class problem that affects the accuracy 

level, we had to group all the diag_1 categories that have 

representation less than 5% into one group called otherDis. 

We have conducted further interpretation analysis with the 

main 3 categories in diag_1: Circ, Resp, and Digest, since 

they represent the highest distributions. Figure 5 shows the 

major sub-tree representation interpreting the relation between 

the patient-studied features and their effect on predicting the 

primary diagnosed diseases:  Circ, Resp, and Digest. Since 

this is a multi-classification problem, to get better results, we 

thought it is better to divide the data set into multiple data sets 

and perform multiple binary classification problems. We 

divided the last 4F_dataset into three sub_datasets: 

diabetic_data_4F_2_Circ_Resp, 

diabetic_data_4F_2_Circ_Digest, and 

diabetic_data_4F_2_Digest_Resp. Each of these sub_datasets 

contained the four aforementioned features and only had two 

class categories to facilitate the binary classification process, 

see Table 7. In general, the percentages of the class categories 

were covering 94.11% of the observations in the 4F_dataset, 

which adds more confidence to the deducted interpretation 

rules from all of these three sub_datasets. 

 

Fig. 4: Sub-tree Interpretation of the Prediction of the Primary Diagnosis Originating from the age Node [40-50] 

Table 4. New vs Original Disease Diagnosis diag_1 Distributions 

diag_1 Categories 
Original dataset 

Distribution 
4F_dataet Distribution δ error 

Circ       30.6% 31.21% -0.61% 

Metab      2.6% 18.45% -15.85% 

Resp        13.6% 9.67% 3.93% 

Congen      0.1% 8.83% -8.73% 

Digest      9.3% 6.45% 2.85% 

Genit       4.9% 4.21% 0.69% 

NotDef      3.1% 4.56% -1.46% 

Skin        2.6% 3.87% -1.27% 

Mental     2.2% 3.04% -0.84% 

Musc        5.8% 2.89% 2.91% 

InfPar     2.4% 2.49% -0.09% 

Neop        3.6% 1.79% 1.81% 

Nerv        0.9% 1.15% -0.25% 

Preg       0.8% 0.59% 0.21% 

Blood       0.9% 0.55% 0.35% 

Sense       0.3% 0.26% 0.04% 
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Recalling Table 3, based on our earlier experience with 

machine learning models’ performances, two different 

ensemble machine learning techniques, LogitBoost and 

Bagging, were used for diabetes-related disease prediction 

based on the given 4-feature set, see Table 5. As a general 

comment, all the deployed ensemble methods had almost 

comparable performances; however, Bagging techniques 

performed slightly better than the Boosting techniques. The 

sub_dataset diabetic_data_4F_2_Circ_Digest had the best 

accuracy of 83.24% using Bagging techniques and focused 

only on the two disease categories: circulatory diseases and 

digestive diseases. The accuracy of the designed ensemble 

machine models was almost equal within each of the other 

two data subsets:  diabetic_data_4F_2_Circ_Resp and 

diabetic_data_4F_2_Digest_Resp. However, the overall 

prediction accuracy of the diabetic_data_4F_2_Circ_Resp 

data subset was higher than the 

diabetic_data_4F_2_Digest_Resp sub_dataset. 

By analyzing Table 6, we can see that some of the deducted 

interpretation rules showed that 30-40 years of age pre-

diabetes males are likely to have respiratory and digestive 

diseases, while 30-40 years pre-diabetes females are likely to 

have circulatory diseases. For the same age group, diabetes 

males are likely to have digestive diseases, while diabetes 

females are more likely to have circulatory diseases. As 

patients get older, the 40-50 years old age group, the pre-

diabetes females are likely to have respiratory and circulatory 

diseases, while 40-50 years diabetes females are most likely to 

have circulatory diseases. There is a chance that some 40-50 

years diabetes males may have digestive diseases as well. In 

general, it could be fair to say that diabetes females between 

30-50 years old are more likely to have circulatory diseases. 

As part of a comparative discussion, we compare our findings 

with the state of art results presented by Nishimura et al. [45] 

who showed that the risk of circulatory diseases was 2.4 times 

higher in diabetes individuals versus pre-diabetes individuals. 

Our results showed that the risk of circulatory diseases was 

1.83 times higher in diabetes individuals than pre-diabetes 

individuals, which shows a continuous risk increase in 

relation to the increase of the HbA1c level, see Figure 6. We 

agree with their conclusion that pre-diabetes and diabetes 

patients should have appropriate control management over 

their HbA1c levels and have periodical clinical checks to 

make sure that they are at safe ranges and that there is no 

development of circulatory diseases. 

As for the relation between the HbA1c levels and the 

digestive diseases, Tseng et al have found that higher levels of 

HbA1c were associated with the decrease of Gastrointestinal 

symptoms. However, there was an increase in endoscopic 

abnormalities [46]. On the other hand, our results showed a 

steady percentage for pre-diabetes and diabetes patients, and 

that could support their conclusions to some extent. We 

believe that the difference between our findings was due to 

the fact that the percentage of patients identified with 

digestive disease constituted only 9.30% of our entire data set 

and was even reduced to 6.45% in the 4F_dataset. That, in 

turn, affected the interpretation models that already measure 

entropy and information gain, and consequently resulted in a 

few rules relating the HbA1c and the predicted digestive 

diseases. However, one useful use of our prediction models 

for physicians is to identify patients who may need to conduct 

further gastrointestinal clinical analysis and then check if they 

have digestive diseases. 

Table 5. Data Subsets Analysis 

Sub_dataset Name 
Accuracy  fo rebmuN

snoitavresbO 

 fo egatnecreP

snoitavresbO tsooBtigoL gniggaB 

diabetic_data_4F_2_Circ_Resp 76.78% 76.78%  6744 40.88 % 

diabetic_data_4F_2_Circ_Digest 83.1% 83.24%  6213 37.66 % 

diabetic_data_4F_2_Digest_Resp 61.87%  62.35%  2569 15.57 % 

 

 

Fig. 5: Main Sub-tree Interpretation of the Prediction of the Primary Diagnosis 
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Table 6. Sample Extracted Interpretation Rules 

age A1Cresult gender disease 

30-40 PreDiab male Resp 

30-40 PreDiab male Resp 

30-40 PreDiab male Digest 

30-40 PreDiab female Circ 

30-40 PreDiab female Circ 

30-40 Diab female Circ 

30-40 Diab female Circ 

30-40 Diab female Resp 

30-40 Diab female Circ 

30-40 Diab female Circ 

30-40 Diab male Digest 

40-50 PreDiab female Resp 

40-50 PreDiab female Circ 

40-50 Diab female Circ 

40-50 Diab female Circ 

40-50 Diab male Digest 

 

 

(a) 

 

(b) 

Fig. 6: The ExpectedDiseases: (a) Pre-diabetes; (b) 

Diabetes 

Chia-Ing Li et al. have focused on Chronic Obstructive 

Pulmonary Disease and its relationship with the patients' 

HbA1c levels [47]. Pulmonary Disease covers a range of 

respiratory diseases such as Asthma, partial or total collapse 

of the lung, swellings, and inflammation of lung air passages, 

and a few other diseases. Their research findings 

recommended that attention should be paid to patients with 

low and high HbA1c levels and not to focus only on patients' 

cases that show high HbA1c levels. Our results agree with 

their findings for our pre-diabetes patients' data, as shown by 

approximately 40% of the induced rules, relating low HbA1c 

levels with respiratory diseases. However, our results for the 

diabetes patients did not fully agree with their results, 

although their finding makes sense. The argument they have 

here is that if patients with low HbA1c levels have the risk of 

developing respiratory diseases, the increase of these levels is 

expected to cause more risk for those patients. We believe that 

our analysis partially agrees with their findings for diabetes 

patients because the percentage of patients identified with 

respiratory diseases constituted only 13.6% of our entire data 

set and was even reduced to 9.67% in the 4F_dataset. Another 

factor is that, given the data at hand: 

diabetic_data_4F_2_Digest_Resp, if the accuracy of our 

developed ensemble machine learning model was high, 

perhaps more at-risk patients could have been correctly 

identified. 

6. CONCLUSIONS and FUTURE 

WORKS 
In this paper, we investigated the impact of salient features in 

the diagnosis of diabetes cases and identified an optimal 

number of selected features. Various feature selection 

methods were used to identify the most important features that 

may effectively separate the two classes. Among the three 

different feature selection techniques experimented with, RF 

appeared to be the best strategy to generate important features 

from the dataset. The prediction models were then created 

using the selected features. Among the studied models for 

diabetes diagnosis, ensemble models outperformed the 

individual ones in terms of overall performance. We figured 

out that we could obtain the best diagnosis performance using 

only a minimum of 18 features. Then, we presented 

interpretation of the best performing model output using 

SHAP analysis. Furthermore, the relationship between 

diabetes and a few possible related diseases has been 

investigated, and a few ensemble machine learning models 

have been designed to diagnose these diseases. The accuracy 

for these models reached 83.24%, and it could have been 

better if we had more data, but our findings agreed with most 

of the state-of-the-art research. Moreover, based on our 

provided machine learning prediction models’ interpretations, 

we emphasized the need to have diabetes patients clinically 

checked for those expected related diseases, especially 

circulatory system diseases, as a method of early intervention 

of any life-threatening situations. 

We believe that our approach can help patients, clinicians, and 

doctors gain useful insight into the likelihood of developing 

diabetes or other related diseases in the future, allowing them 

to adopt preventative actions. Furthermore, doctors and 

diabetes educators can use our models as a tool to help them 

make sound clinical decisions for their patients and help them 

live better lives. Finally, for future work, data from other 

countries could help other researchers to generalize our 
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strategy, the thing that eventually could have substantial 

ramifications for the healthcare sector. 
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