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ABSTRACT 
Social media has become the most important source for decision-

making procedures in many areas due to its wide applications. 

People all over the world use their accounts to express personal 

views, experiences and opinions on diverse topics. Tweets on 

Twitter are mainly based on the public opinion on a product, 

event or topic and thus hold large volumes of unprocessed data. 

Researchers classify and cluster twitter data for different 

purposes such as Sentiment Analysis, topic detection, topic 

tracking, culture propagation, opinion mining and others. 

Analysis of this data is important and difficult due to the size of 

the dataset. In this review article, we cover most of research 

articles in tweets classification and clustering. We also address 

machine learning algorithms for analyzing the data. 
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1. INTRODUCTION 
With the development of Internet technology, social media sites 

have grown in popularity and played a key role in reconstructing 

people life [1]. Social media provides people with news and 

information and makes it possible to exchange feelings with 

many people. In addition, digital media content can be updated 

quickly and effortlessly [2]. 

We will focus on Twitter for several reasons. Twitter is now the 

primary platform for disseminating information in cases such as 

natural calamities, conflicts, or events that news reporters cannot 

cover [3]. Additionally, Twitter, a popular tweeting network, is a 

very influential place where individuals can express their 

thoughts on a variety of subjects, often articulating strong 

opinions in support of or against a particular subject. Twitter is a 

service that allows people to communicate and stay in touch by 

sending brief, quick messages to one another. Good. Twitter's 

design is kept incredibly simple, and the site is easy to use on 

both mobile devices and computers [4]. 

People on twitter create new content that becomes the source for 

some decision-making procedures in many areas. That is because 

the user data is an important asset that helps us understand the 

sentiment of the public. We can identify problems of one group 

of people by investigating another group of people [5] 

There are many thousands of Tweets daily. Every user has his 

favorite subjects to share or retweet. Tweets may be about 

culture, sports, jobs, education, etc. A lot of researches were done 

on analyzing twitter data for varied reasons. Some of these 

reasons are sentiment analysis, topic detection, topic tracking, 

etc. Business intelligence, and assist in strategic decision making, 

and can be used in various fields, such as analyzing customer 

satisfaction, all of that is finally related to sentiment 

analysis/opinion mining. 

We can define topic detection as the topic that has the most daily 

production of large volumes of messages, Topic tracking or 

tracking trends is defined as the volume of the daily production 

of messages on one topic or related hashtag. 

We want to carry out a scoping survey to review the fields of 

tweets analyzing and to find the best machine learning techniques 

for classifying Twitter data and to present a new survey holding 

more recent studies. Hence, our research question is: 'What do we 

know from the existing studies about the use of machine learning 

techniques in classifying Twitter data? We are particularly 

interested in the sources of Twitter data; in the data analysis and 

classification techniques being applied; the accuracy of every 

technique. 

This study has three main goals: covering most of research 

articles in tweets classification and clustering, address machine 

learning algorithms for analyzing the data 

The rest of the paper has the following sections: review works on 

Sentiment Analysis of Twitter Data in section 2, review works on 

Topic Detection and Tracking Techniques on Twitter.in section 

3.twitter data collection represented in section 4. Twitter data 

preprocessing steps represented in section 5. Section 6 represent 

discussions, finally section 7 represent conclusion and future 

works. 

2. SENTIMENT ANALYSIS OF 

TWITTER DATA 
Sentiment analysis, which is known as opinion mining, is the 

process of extracting people’s opinions, emotions, attitudes, and 

feelings about a topic or situation from a large amount of 

unstructured data. Sentiment analysis demonstrates the use of 

computational linguistics, text mining, Natural Language 

Processing (NLP) to identify and assess emotional states [6], [7]. 

In 2022, positive, negative, and neural emotions in people are 

examined and categorized. Ensemble techniques, deep learning 

algorithms, and the machine learning algorithms [8]. Sentiments 

were classified into positive and negative classes using the 

Machine Learning (Naïve Bayes, Support Vector Machine, 

Logistic regression) approaches [9]. The Bi-LSTM approach has 

achieved better accuracy (0.87) compared to the traditional 

machine learning models for Twitter sentiment classification. 

However, the proposed model was evaluated on one dataset only, 

which makes the worth of the other models under doubt.  

Also, Chetanpal Singh et al. [10], present a deep learning 

approach for sentiment classification of the twitter data related to 

COVID-19. Their suggested technique uses enhanced featured 

weighting by attention layers and is based on an LSTM-RNN 

network. They discovered that the suggested deep learning 

methodology outperforms competing methods such as Naive 

Bayes, Random Forest, Support Vector Machine, Logistic 



International Journal of Computer Applications (0975 – 8887) 

Volume 184 – No. 51, March 2023 

2 

Regression, and LSTM-RNN in terms of accuracy (10%) and 

precision (10–12%). 

Authors in reference [11] proposed a new sentiment classification 

method called a Hybrid Lexicon-Naive Bayesian Classifier (HL-

NBC). They classified the tweets and removed any irrelevant 

tweets according to topic classification. In addition, they 

compared the features of unigram and bigram using the proposed 

method and Lexicon, Naïve Bayesian classifier. The proposed 

method has more accuracy of 82% better than other classifiers. In 

addition, they applied the (HL-NBC) METHOD in an 

abbreviated time that is less than other methods and has superior 

results 93% when dealing with big datasets. 

In 2021 authors in [7], investigated machine learning approaches 

along with text processing tools for understanding individuals’ 

sentiments about e-learning during the lockdown following 

COVID-19. Different machine learning and deep learning models 

are compared for performance. The outcomes show that when 

employed with Bow features, the random forest and SVM 

(Support Vector Machine) classifiers have the maximum 

accuracy of 0.95 [7].    In 2020, Yadav et al. [12] showed various 

techniques to analyze the behavior of the tweets as positive, 

negative or neutral to evaluate and satisfy the sentiments. 

Four classification algorithms are considered in that work: the 

Linear Regression Model, the Naive Bayes Classifier, the 

Logistic Regression, and the K-Nearest Neighbor. It is one of the 

works in the field of sentiment analysis related to the pandemic 

using the Coronavirus, and it is presented in [13]. Here, the 

tweet's length is also considered when assessing how well each 

strategy performs in both short and lengthy tweets. Another 

method for identifying the crucial trend of change in fear-

sentiment is textual data visualization. Four classification 

algorithms are considered in that work: Linear Regression Model, 

Naïve Bayes Classifier, Logistic Regression and K-Nearest 

Neighbor. Here, the length of the tweet is also taken into account 

when assessing how well each strategy performs in both short and 

lengthy tweets. Another method for identifying the crucial trend 

of change in fear-sentiment is textual data visualization. 

In [14], they analyzed the effect of two features, TF-IDF word-

level and n-gram, on the SS tweet dataset for sentiment analysis. 

They found that sentiment analysis performed 3-4% better using 

the TF-IDF word level than using the N-gram function. The 

analysis is performed using six classification algorithms 

(Decision Tree, Support Vector Machine, K Nearest Neighbors, 

Random Forest, Logistic Regression, and Naive Bayes).  

According to [15], they proposed a neural network model that 

covered user behavioral information within his tweets. They used 

Convolutional Neural Network. They evaluated the system by 

applying it on two sets of data provided by the SemEval-2016 

Workshop. The proposed model used Naive Bayes and Support 

Vector Machines algorithms. They proved the advantage of going 

beyond the tweet's contents for sentiment classification. 

Table 1. Twitter Sentiment Analysis related studies’ survey 
Ref. , year Machine Learning Method Dataset Results Note 

[15], 2019 Convolutional Neural Network (CNN) The SemEval-2016 

Stance Dataset 

-  

[14], 2019 Logistic Regression and K-Nearest Neighbor, 

Support vector machines, Random Forest, 

Decision Tree, and Naive Bayes. 

Sentiment Strength 

Twitter Dataset SS-

Tweets dataset 

-  

[13], 2020 Naïve Bayes, 

 logistic regression 

Coronavirus Tweets 

of varying lengths 

Acc= 91% 

Acc= 74% 
 

[11] ,2022 Lexicon-Naive Bayesian Classifier (HL-

NBC) 

Real time Twitter 

message 

82%  

[10], 2022 RNN-LSTM with 

attention mechanism 

COVID-19 Twitter 

dataset 

Acc = 86.12 

Pre = 84.23 

Rec = 85.23 

F1 = 85.12 

 

[9], 2022 

 
 
 

 

Naïve Bayes, logistic regression, Support 

vector machines, biLSTM 

,  

COVID-19 Twitter 

Dataset 

Acc = 87 there is a need to enhance 

classification accuracy 

while keeping 

computational complexity 

to a minimum 

[8], 2022 Support vector machines, Naïve Bayes, 

logistic regression, Decision tree, random 

forest, KNN, Random +logistic, logistic+ 

decision, baseline model, regularized model, 

dropout model 

COVID-19 Twitter 

dataset 

-  

3. TOPIC DETECTION AND TRACKING 

TECHNIQUES ON TWITTER 
 As we sow, there are a lot of studies for sentiment analysis of 

COVID-19 Tweets classification such as [7], [8], [9], [10], and 

[13]. In addition to sentiment analysis, authors in reference [7] 

study investigated the effectiveness of e-learning by analyzing 

the sentiments of people about e-learning. They used topic 

modelling to identify the issues with e-learning, and the results 

suggest that the top three issues are the uncertainty surrounding 

campus opening dates, children's difficulties understanding 

online learning, and lacking effective networks for online 

learning. 

Authors in reference [16] proposed a prediction approach of the 

cryptocurrency market movements of Bitcoin, Ethereum, Ripple, 

and Litecoin. They used popular machine learning tools and 

Twitter data. They compared the usage of neural networks (NN), 

support vector machines (SVM), and random forests (RF) using 

Twitter elements and market data as input features. The results 
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demonstrated that cryptocurrency market predictions utilizing 

machine learning and sentiment analysis are possible. 

Governments and healthcare providers may be better able to 

manage the effects of such diseases on society if they can identify 

and monitor health conditions like COVID-19 on Twitter. For 

those businesses, compiling and analyzing tweets on this subject 

might produce priceless information. From a medical standpoint, 

sifting through tweets on COVID-19 as a pandemic issue may aid 

in identifying a cure. Due to the unreasonably high cost of 

manually processing this information, automatic or semi-

automatic ways [17]. 

One such subject with various applications and significant 

potential is the automatic detection of traffic occurrences using 

Twitter data mining. It has been proposed to automatically detect 

traffic events from Arabic tweets in the Saudi dialect using 

machine learning and big data technology [18]. Authors build and 

train a classifier using three machine learning algorithms, Naïve 

Bayes, Support Vector Machine, and logistic regression, to filter 

tweets into relevant and irrelevant.  

 

Most of topic detection used clustering techniques. As example 

reference [19] and[20]. A trending topic detection framework 

was proposed in 2020 using a method that combines the 

Transformers with text summarization in a smart way. The 

sentence  embeddings were extracted using Transformer. Then 

these embeddings are fed into k-means clustering algorithm to 

group similar Tweets, and finally text summarization is applied 

to all sentences of each cluster to supply a summary. The 

framework was applied to detect main topics on Twitter about 

the  COVID-19 pandemic. Results showed superiority of the 

proposed approach to other baselines, including Term Frequency-

Inverse Document Frequency TF-IDF, and latent Dirichlet 

allocation (LDA) [19]. Also, reference [21] proposed approach 

detects the trending topics of the real-time Twitter trends along 

with ranking the top terms and hashtags. The paper further 

discusses the motivation for trend prediction over the social 

media; In addition to exploratory data analysis, the paper explores 

the Term Frequency-Inverse Document Frequency (Tf-IDF), 

Combined Component Approach (CCA) and Biterm Topic 

Model (BTM) approaches for finding the topics and terms within 

given topics. 

Event detection, topic extraction, topic tracking, trending topic or 

Topic detection, as a technique for discovering the main  topics 

automatically, used in many applications that analyze Twitter. 

There exists a lot of research focused on topic detection on  

Twitter. About 1692 related articles obtained by a simple search 

of the Scopus database with the keywords topic + detection + 

Twitter between 2009 to 2022 [20]. Universal sentence encoder 

was used as a detection method applied on covid-19 dataset to 

detect covid-19 topics [20].

 

Table 2. Twitter topic detection related studies’ survey 

Reference, year Machine Learning Method Dataset Results Note 

     [16],2019 

      

 Multi-layer perceptron  

 

13,096,598 of 

Bitcoin tweets 

Acc.=72%, 

Pr.= 76% 

 

 

Support vector machines   

 

Acc.=55%  

random forest  Acc.=61%  
[19], 2020 Universal sentence encoder COVID-19 

dataset 

- COVID-19 topics 

detection 

, clustering 

[21], 2021 Term Frequency-Inverse Document 

Frequency (TF-IDF) 

Combined Component Approach 

(CCA) 

 Biterm Topic Model (BTM) 

Twitter 

API(63,538 

collected tweets) 

- Topic detection, 

trend ranking 

, clustering 

[20], 2022 sequential k-means (KMEANS) 

latent Dirichlet allocation (LDA).  

latent semantic indexing (LSI) 

non-negative 

matrix factorization (NFM) 

PHEME dataset Recall= .63% 

Recall =.71% 

Recall= .69% 

Recall= .76% 

Clustering 

4. TWITTER DATA COLLECTION 
For many of studies, Python programming language was used to 

collect the tweets from Twitter using the library Tweepy as in 

[22],[23] , and [24]. In addition, some common libraries of 

python such as NumPy, pandas, and scikit-learn were used with 

machine learning techniques as in [25],[26] , and [27]. In[28], 

they used Spritzer to collect the tweets. Spritzer is a sample 

Twitter Streaming API and returns around 1% of the full Twitter 

Stream. In [29], they used the Twitter streaming API to collect 

the data from twitter. The stream API is a Java application that 

has a connection with a Twitter stream and can store the raw data 

in a MySQL database.  

5. DATA PREPROCESSING 
A tweet has many perspectives about the data that are presented 

by various people in several ways. Social applications offer tools 

for user interaction or explicit event referencing. Popular social 

features among Twitter users include hashtags, mentions, 

responses, and retweets. A mention is typically used to start a 

conversation with another user or to include another user in a 

debate that is already taking place about a specific subject. A post 

can be replied to or shared again by other users. A hashtag is a 

special phrase used to find a tweet that begins with "#." A hashtag 

in a tweet typically alludes to a certain topic, place, or activity. 

According to the purpose of classification, the preprocessing of 

data is done. There are specific steps that the developers take 

[30],[31] ,[32] , and [33].  

As shown in fig. 1, the basic preprocessing steps are: 

• Removing URL and Hashtags. The researchers 

replaced them with a space string. 

• Removing stop words as (In, on, the, and at), it helps in 

reducing the size of the dataset and the training time. In 

addition, keep the requested data only.  
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Data 

Preproce

ssing 

Removing URL 

and Hashtages 

Stemming 

Removing 

Punctuations  

Removing 

Emotions and 

Symboles 

Tokenization 

• Removing punctuation. 

• Removing emotions and symbols. 

• Stemming: By dropping the suffix, each word was 

reduced to its base. 

• Tokenization: Tokenization is a process that divides 

lengthy text strings into tokens, which are smaller units 

of text.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1: Data preprocessing steps 

6. DISCUSSIONS  
The key topics that we showed were representative of review of 

twitter content analysis and detection. Table 1 shows Twitter 

Sentiment Analysis related studies’ survey. We can say that 

sentiment analysis research has put special focus on Twitter. 

Table 2 shows Twitter topic and events detection related studies’ 

survey. In the two tables we addressed the most of techniques has 

been used over the years 2019 until now, we found that tweets 

analysis based on: 

a. Tweets Classification techniques: 

The most used machine learning in sentiment analysis techniques 

is Support vector machines, Naïve Bayes, logistic regression and 

Decision tree, random forest, Multi-layer perceptron, Support 

vector machine, K-Nearest Neighbor. 

The most used deep learning in sentiment analysis techniques are:  

Convolutional Neural Network (CNN), Recurrent Neural 

Networks (RNN), long short-term memory (LSTM), bilstm and 

dropout model. 

b. Tweets clustering techniques:  

Clustering algorithms are used to cluster tweet’s sentences 

embeddings. Universal sentence encoder is used to derive the 

semantic representation and the similarity of tweets [34]. 
Different clustering algorithms can be used for Tweets 

Clustering: 

• k-means, Sequential k-means (KMEANS) [35] 

• Latent Dirichlet allocation (LDA) [36]  

• Latent semantic indexing (LSI) [37] 

• Non-negative matrix factorization (NFM) [38] 

• Term Frequency-Inverse Document Frequency (TF-

IDF) 

• Combined Component Approach (CCA) 

•  Biterm Topic Model (BTM) 

7. CONCLUSION AND FUTURE WORKS 
In this work, we review some of the latest researches in 

classification and clustering tweets. Most of tweet's classification 

researches used in sentiment analysis. All tweets clustering 

researches used in topic and trends detection. 

For future work, we would like to expand the scope of our 

comparisons and run the classifiers on tweets dataset considering 

Arabic language to have more representative inputs and thus 

better generalizable results. We focused on exploring hybrid 

approaches, where multiple models and techniques are combined 

to enhance the classification and clustering tweets. 
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