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ABSTRACT 

Now a day, many organizations and independent consumers are 

heavily utilizing cloud services for their scalability, reliability, 

and low expenses. Developing management techniques used to 

minimize energy consumption, boost profitability, and 

decrease environmental impact is a key aspect of cloud data 

centers. Every consumer's usage of service can generate a huge 

amount of data. Therefore, it will be very expensive to transfer 

data between two dependent resources. This paper suggests a 

meta heuristic-based optimization process called the Cat swarm 

optimization algorithm to improve the performance and energy 

efficiency in cloud resource allocation. Also, its performance is 

compared with gray wolf optimization and Whale Optimization 

Algorithms with a variation in of population sizes and 

iterations. Also, energy efficiency and throughput are 

calculated. 

General Terms 

Comparative analysis for CSO, GWO and WOA. 

Keywords 

Datacenters, CSO, GWO, WOA, Cloud Computing, Energy 

Efficiency, Throughput. 

1. INTRODUCTION 
Cloud computing offers secure and comfortable services. Many 

individuals and organizations depend on it to be reliable as well 

as cost-effective. [1-3]. Cloud computing is a primary method 

for lessening computing costs for customers. The aid of this 

method, the creation and generation used for further 

processing, generating, and managing IT in the organization, as 

well as the supplier, are inspired. Cloud computing uses 

physical and digital equipment, virtual, the allocation of 

computing resources, and customers. Customers demand to 

access various computing resources along with memory via the 

internet from anywhere and as long as they need. The service 

level agreement is primarily used by the cloud to deliver 

services and resources to the client. Users can access services 

through the cloud to improve their performance and reduce 

costs. A lot of electricity is required by the data centers that host 

the cloud services. Energy consumption needs to be reduced 

inside cloud data centers in order boost the revenue for cloud 

distributor while decreasing consumer costs and environmental 

impact [4-5]. Cloud service hosting data centers require a lot of 

power. Energy use inside cloud data centers must be reduced in 

order to increase revenue for the cloud distributor, lower costs 

for clients, and reduce environmental impact [2-3]. Cloud 

computing, in contrast to grid or utility computing. In facts, it 

is an autonomous computing platform. Grid computing and 

utility computing are not the same as cloud computing. It is a 

fairly independent platform in computing. 

1.1 Load Balancing 
 A technique used in cloud computing is load balancing for 

evenly allocating workloads among various computational 

resources, including servers and virtual machines. To make the 

distributed system run quicker and more efficiently, distribute 

the load to each node or computer Load balancing is used to 

decrease response times, increase resource efficiency, and 

overload specific resources. The total amount of computing 

time performed by a system is measured by its load. CPU load, 

memory use, and network delay load are the many forms of 

load.   

2. ENERGY EFFICIENCY 
Energy efficiency in cloud computing is the process to make 

the best use of energy resources to reduce energy usage and 

data center carbon footprint. Utilizing shared computing 

resources is known as cloud computing supplied through the 

internet, such as apps, servers, and storage. Data centers 

consumed a large amount of power due to cloud workloads 

High-power consumption results in a significant amount of heat 

production [5]. It may affect hardware dependability and 

increase the burden on cooling systems. As a result, large 

operational expenses in the form of increasing electricity bills. 

Energy consumption must be reduced inside the expansion of 

the cloud data centers revenue for cloud distributors while 

decreasing consumer costs and environmental impact. 

2.1 Energy consumption in cloud 
The CPU, RAM, and disc storage are used to calculate energy 

usage in cloud data centers. A Linear model is used as a general 

energy consumption model in the cloud. Increasing the revenue 

on behalf of cloud provider sources and dropping the lower 

cloud cost for all users affect the environment. There are some 

advantages of energy optimization in cloud data centers. The 

energy performance of the cloud is using data storage, magnetic 

disc, and user-shared Virtual Machines. There are several more 

comprehensive methods that are used for the management of 

energy in the cloud. The primary goals of the processes applied 

to cloud energy management are explained below. 

1) To apply all resources to various clients effectively and 

efficiently, one of the most famous techniques called 

optimization methods is applied. The optimization approach is 

used for assessing resource accessibility for the optimal 

distribution of different resources. 

2) Energy usage and consumption are tied to network aspect 

inspections, including CPU, RAM, and disc availability. The 

objective is to provide some sort of solution for sharing 

resources based on purpose rather than comparable forms of 

Workloads 
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2.2 Optimization Method for Energy 

Management  
For a number of cloud-based data centers, some researchers 

used the optimization technique. Here are all the specifics used 

to optimize energy consumption in a cloud environment 

applying optimization approaches are given in this fig 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 1: Energy optimization overall model 

 
This strategy has an impact on how the business and the service 

provider process build and manage IT. The four main 

components of cloud computing are resource allocators, 

clients, virtual machines, and physical machines. Users 

required access to cloud resources such as CPU, RAM, and 

physical memory. The cloud offers all the resources and 

services they need to carry out their user tasks according to the 

SLA [4,5]. To deliver services to users, virtual machines are 

distributed in cloud-based PMs. The estimate required to 

provide the specified workloads is required by VMs. Therefore, 

energy efficiency must be reduced in cloud data centers in order 

to increase cloud service provider(CSP) profits, lower user 

costs, and reduce environmental impact[7,8]. There is a 

requirement for an aback-and-forth explanation for the low 

energy utilization of minimum energy and optimized 

throughput. Optimization refers to the process of finding the 
best possible solution from a set of alternatives for a given 

issue. 

Researchers have developed many algorithms based on swarm 

intelligence for achieving balance and deliver improved 

responses to optimization challenges. Chu et al. first developed 

the swarm Intelligence algorithm known as Cat Swarm 

Optimization. 2006[14].this algorithm has a novel approach to 

designing exploration and exploitation phases and it is based 

on the cats’ natural behavior. This novel algorithm has been 

successfully used in several scientific and engineering 

optimization fields. While many new algorithms were invented 

since then, it has been compared to the PSO algorithm most of 

the time 

3. LITERATURE SURVEY 
N. Prabhakaran et al. has been proposed a novel OCSODL-

CCFD approach for detecting and classifying fraudulent credit 

card transactions. The OCSO algorithm's architecture aids in 

reducing computing complexity and improving classification 

results [6]. 

 Xiang Li et al. [7] has been suggested a model for a 

collaborative low-carbon power grid technology that is based 

on the ICSO algorithm. Approach to produce a more stable and 

environmentally friendly power grid operation state while 

maintaining a minimal construction cost.  

Xiao-Fang Ji et al. [8] has been proposed a model innovative 

approach named as Adaptive Cat Swarm Optimization. It 

provides improved search results by combining the advantages 

of two swarm intelligence algorithms, CSO and APSO. When 

it comes to exploration and exploitation, ACSO outperforms all 

other current heuristics. However relevant parameter changes 

take much longer processing time.  

Yadav et al. [9] have applied the bandwidth selection strategy 

(Bw), the gradient descent-based regression, and the maximize 

correlation percentage  for energy management and SLA 

violation. As a result, the energy consumption and SLA 

violation were reduced by performing VM selection and 

overloading the host. According to SLAs, the VM is chosen 

using bw policy based on the host's network traffic. As a result, 

the performance was improved, energy consumption 

decreased, and the developed method's computational time was 

deemed acceptable for the analysis. However, the model 

learning rate was low, making it susceptible to local optima.  

Xie et al. [10] have proposed a model for a cyber-physical 

system, the global energy savings for multiple workloads 

(GESMW) concept. Here, the GESMW approach is applied to 

achieve the energy consumption deadline. In this investigation, 

the various types of processes were typically examined for 

efficient management. Then it was discovered that the 

GESMW model had demonstrated improved vitality 

management and had met the workload deadline. However, the 

model did not examine the CPS's physical environment in 

relation to the energy management strategy.  

Yi Cai et al. [11] have proposed a method Using the Tabu 

genetic cat swarm optimization technique, mistuned blades can 

be optimized. The parallel algorithm is both inexpensive and 

efficient. The optimization scheme noticeably reduces the 

bladed disc system's amplitudes of vibration. 

 Karthikeyan et al. [12] have proposed to decrease Utilizing an 

artificial bee colony and bat hybrid optimized techniques and 

Naive Bayes to help cut down on energy use when moving 

virtual machines. The approach was carried out with Cloud, 

which analyzed the suggested algorithm's energy use, failure, 

and success rates. The optimization strategy improved VM 

migration performance significantly. And the model 

demonstrated improved energy management effectiveness and 

success rates. This method's weaknesses included lower 

convergence as well as getting easily trapped in local optima. 

The overall game theory task arranging algorithm was 

suggested by Yang et al. [13]. This approach is used for energy 

administration. For dependability, the balanced arranging 

technique was utilized, while the assigned arranging model was 

Objective          

function 

(Energy 

consumption) 
 

Cloud 

Parameters 

Optimization 

method 

(CSO, GWO,WOA) 

 

Performance       

Analysis 
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used for processing nodes. The stability condition was applied 

to the objective of the function. In terms of power management, 

the overall game theory method provided significantly more 

efficient performance correlated with optimization. Power 

consumption was lowered while QoS was improved 

significantly. This analysis fails to include the price of 

processing of the specific network, and also the fewer prices 

necessary for power management. 

 A.Seyyedabbasi et al.[14] has been applied  SCSO algorithm 

to evaluate using 20 well-known and current test functions from 

the CEC2019 benchmark, and the findings are analyzed by 

using well-known metaheuristic algorithms. SCSO achieved 

the highest performance in 63.3% of the test functionalities. 

The purposed algorithm has been used in the fixing of seven 

challenging engineering design issues. 

 Li et al. [15] have been purposed a tradeoff strategy that is used 

in a special way for optimum strength usage and waiting time 

within a cloud. For several levels, the wait threshold and even 

energy use have been examined. Even energy consumption has 

been examined for various layers, including the wait threshold. 

To reduce the amount of power used inside the unit, there was 

a cloud-fog scheduling technique to be suggested in various 

cloud layers, the developed approach produced higher energy 

consumption rates. Typically, the technique for VM migration 

appeared inefficient, and even a developing optimization 

method was required to give an efficient solution.  

The cat swarm optimizations and the firefly algorithm have 

been integrated into an integrated multi-objective scheduling 

approach by Du, Y.an et al. [16]. using swarm intelligence 

methods to fix problems with job-shop scheduling. The CSO‐
FA has been used to shorten the travel time to the global 

optimum. The developed model was demonstrated to be 

effective at handling multi-objective scheduling of cloud-based 

manufacturing services.  

Ricardo Soto et al. [17] have been proposed a novel Binary Cat 

Swarm Optimization for solving the Manufacturing Cell 

Design Problem. The main objective was to find a cell structure 

that reduces the movement of various components between 

cells. It shows the BCSO is a feasible different to solving the 

MCDP, and that was might be enhanced by applying various 

parameters for each group case. 

 Fernández- Cerero et al. [18] has be proposed SCORE tool. 

This type of research created a cloud optimization simulator for 

their usage resources. The concurrent scheduling Approach 

was created to reduce the amount of energy consumed by 

actual, and simulated workloads. When it comes to cloud 

scheduling and overall energy efficiency, the developed model 

performed better. And with this approach, the workload and 

QoS constraints were not handled seriously. 

3.1 Observation 
The observations from the literature are as follows; 

I. The increase in power consumption has become an 

important issue in a cloud environment. 

 

II. Existing optimization algorithm generates the 

highest computational cost and is less efficient. 

 

III. For varying the cluster size, the existing optimization 

method is not sufficient to produce an effective 

result. 

 

IV. Existing optimization techniques have weaknesses 

including lower convergence as well as getting easily 

trapped in local optima. 

 

V. Power consumption was lowered while QoS was 

improved significantly. 

3.2 Motivation 
Energy efficiency must be reduced in cloud data centers in 

order to increase cloud service providers, profits, lower user 

costs, and reduce environmental impact. Since it was first 

introduced, CSO has been praised because it is a powerful and 

successful metaheuristic swarm-based optimization technique. 

This algorithm has a novel approach to designing phases of 

exploration and exploitation and it is based on the cats’ natural 

behavior. The CSO algorithm, like any other metaheuristic 

algorithm, has benefits and drawbacks. The tracing mode and 

seeking modes are separated and independent.  

While many new algorithms were invented since then, it has 

been compared to the PSO algorithm most of the time. Since 

the CSO has not been explored yet and according to many 

researchers GWO and WOA are best suitable for optimization. 

Therefore, in terms of fitness value, the performance of CSO 

should be contrasted with that of two optimization strategies. 

The searching mode is for local searches, while the tracing 

mode is for global searches. Also, energy efficiency and 

throughput will be calculated with five different tasks..  

4. PROPOSED MODEL 

4.1 Cat Swarm Optimization Algorithm 
The cat Swarm Optimization Algorithm is a Metaheuristic 

Optimization Algorithm. It comes in the category of Nature 

Inspired Swarm Based Optimization Algorithm. As we know 

Nature Inspired Swarm Based Optimization Algorithms are 

unpredictable procedures. They are intended to address various 

optimization issues. The algorithm for Cat Swarm 

Optimization was inspired by real-life cat behavior. CSO was 

invented in 2006 by Shu Chuan Chu. The author tested Cat 

Swarm Optimization Algorithm by using 23 benchmark 

functions from the classical era and 10 from the current era. It 

is obvious that how cats behave in the real world served as the 

inspiration for Cat Swarm Optimization. Cats are most of the 

time inactive, they have a strong curiosity.  

CSO was originally a single-objective, continuous algorithm 

[13]. The resting and tracking behaviors of cats' served as its 

inspiration. The Cats seem lazy and spend a lot of their free 

time doing nothing. Relaxing, but when they do, they are 

extremely conscious and aware of their surroundings. As a 

result, they constantly keep an intelligent and deliberate eye on 

their surroundings, and as soon as they spot something they 

want to get closer to, that’s when they move quickly in that 

direction. Consequently, the CSO method is founded on the 

union of two important cat behaviors. 

CSO algorithm consists of two modes, such as tracing and 

seeking modes. i. e. relaxing, looking around, or stuck in a job 

state to maneuver to another location. In doing a trace for mode 

Cats are active we. They change their recent position. Each of 

the cats stands for a response set, which includes personal 

position, fitness value, and flag [25]. The positioning in the 

search space is usually made up of M sizes, every dimension 

has a different velocity, and the fitness value described amply 

illustrates the best-case scenario. The flag will classify the cats 

as being either in searching mode or maybe in tracing mode. In 

order to run the algorithm, we must first decide how many cats 

will be measured in each iteration. Typically, each iteration's 
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best cat is retained in memory, and the most recent iteration 

will be used as the outcome.  

4.2  Seeking Mode 
In this mode, which replicates cats' resting habits and four key 

factors are important. There is self-position consideration 

(SPC), SMP stands for seeking memory pool, SRD for seeking 

a range of the chosen dimension, and CDC for seeking counts 

of dimension to change. Invoking trial-and-error, the user 

procedure to adjust the settings as exactly as possible. The 

extent of a cat's seeking memory is determined by SMP, and 

how many dimensions there will be updated is define by the 

CDC and is in the range [0, 1]. For instance, SMP would be set 

to 5 then 5 new random locations would be produced for each 

cat, with one of them being chosen to be the cat's next position. 

Each cat must alter four of the five randomly generated 

dimensions while maintaining the fifth as constant if the CDC 

is set to 0.2 and the search space has five dimensions. The 

mutative ratio of chosen dimensions is known as SRD. The 

amount of mutation and alteration is specified for the 

dimensions the CDC has selected. Whenever the SPC flag is 

true, we must produce candidates rather than using the SMP 

number since the current positions are considered when 

determining whether the cat's position is chosen as a candidate 

position for the following iteration. 

The steps for the following are seeking modes: 

 

1. Create as possible SMP copies for the present position of      

Catk. 

 

2.  Choose as many CDC dimensions at random for each copy 

that will be mutated. Randomly replace the old positions by 

adding or subtracting from the SRD values, present values. It 

has laced the old positions shown in equation 1: 

 

                  Xj dnew = (1+rand*SRD) * Xj dold (1) 

 

3. Then calculate the fitness value (FS) for each cat’s position. 

 

4. Define one of the candidate points as the primary point and 

that point will be the cat's next position, where candidates with 

higher FS have a greater chance of being chosen, as indicated 

by the previous equation. However, if all fitness values are 

equal, make sure that each candidate point's selection 

probability is set to 1. 

 

                    Pi = 
|𝐹𝑆𝑖−𝐹𝑆𝑏|

𝐹𝑆𝑚𝑎𝑥 − 𝐹𝑆𝑚𝑖𝑛
, where 0<i<j (2) 

When it is asked for minimization, apply FSb = FSmax ; 

otherwise, FSb = FSmin 

4.3 Tracing Mode 
This concept is based on how cats track objects. All a cat's 

position dimensions are given random velocity values for the 

initial iteration. We must change the velocity values 

afterward.  

 

These are the steps in tracing mode: 

1. Update the velocities (Vk,d) for all dimensions by 

using equation  (3). 

 

2. When the velocity value is more than the maximum 

value, then it is equal to the maximum velocity.  
 

Vk,d = Vk,d + r1c1(Xbest,d − Xk,d)      (3) 

 

3. Update the position value of Catk using the 

following equation. 

 

   Xk,d = Xk,d + Vk,d                        (4) 

 

4.4 Flow chat of proposed Cat Swarm 

Optimization Algorithm 

 
Fig 2: Work flow of CSO 

5. EXPERIMENTAL RESULTS 

ANALYSIS 
The result of proposed work are analyzed and discussed. The 

capability of proposed model was evaluated using python 

environment. The objective was to find out the best suitable 

condition and technique for optimization of energy efficiency. 

This work tried to find out which among three techniques is 

best suitable with and what is the best value for population size 

and how many iteration should be best fit. Values taken for 

number of iterations were 20, 40, 60, 80 and 100. Similarly 

values taken for population size were 20, 50, and 100. Different 

values are used as these parameters and the best fitness value is 

calculated which is shown in table 2, 3, 4 and graphs are shown 

in figure in 3,4 and 5. 

Comparison between the outputs based on different parameters 

were done and shown in figure 3,4, and 5.When 20 was used as 

population size, and CSO gave best result at 60 iterations. 

GWO and WOA performed better at 40 and 60 iterations 

respectively. When 50 populations were applied, the best result 

shown was by CSO at 80 and 100 iterations. Likely GWO and 

WOA performed better at 80 and 100 iterations respectively. 

When population size was 100, CSO gave best and consistent 

result at 40, 60, 80 and 100 iterations. Best result generated by 

GWO was very close to CSO at 60 iterations. Performance of 

WOA was better when 80 iterations were applied. In general 
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the best result was generated by CSO algorithm when 

population size is 50 and iterates for 100 times.  

After finding the best environment for individual optimization 

techniques, energy efficiency and throughput are calculated 

which is shown in table 5. When energy efficiency and 

throughput is calculated for five different tasks, in case of CSO 

energy efficiency varies from 2.48 to 15.31 and throughput 

varies from 12.21 to 1.80. In case of GWO energy efficiency 

varies from 3.50 to 17 and throughput varies from 11.07 to 

5.99. When WOA is applied for those 5 tasks energy efficiency 

varies from 5.92 to 18.21 and throughput varies from 10.01 to 

4.26. Figure 6 shows the graph between energy efficiency and 

throughput  

Table 1. Parameters for CSO, GWO, WOA. 

CSO GWO WOA 

Param

eter 
value 

Param

eter 
Value 

Param

eter 
value 

Initial 

cats 
100 

No. of 

wolves 
100 

No. of 

agents 
100 

No. of 

Iteratio

n 

100 

No. of 

Iteratio

n  

100 

No. of 

Iteratio

n  

100 

SMP 5 r1, r2 [0,1] r1, r2 [0,1] 

r [0,1] Dimens

ion 
5 

dimensi

on 
5 

CDC 0.2     

 

Table 2. Best fitness value from 20 population size in 

CSO,GWO and WOA  
 

 20 

Iterati

ons 

40 

Iteratio

ns 

60 

Iteratio

ns 

80 

Iteratio

ns 

100 

Iteratio

ns 

CSO 28.523

68660

44653

54 

 

22.1059

025083

3332 

 

12.6593

537352

28834 

 

18.3635

443963

65253 

 

18.3635

443963

65253 

 

GWO 25.282

08517

23749

9 

 

33.8228

940423

31406 

 

35.0040

139995

9954 

 

22.4694

768135

77952 

 

28.6755

505597

6588 

 

WOA 32.275

38812

46087

4 

 

28.1088

758643

14147 

 

38.2983

913903

7345 

 

22.2340

424495

393 

 

13.5875

810187

99282 

 

 

 
Fig 3: Comparison of best fitness value among the CSO, 

GWO and WOA at 20 populations. 

 

Table 3. Best fitness value from 50 population size in CSO 

GWO and WOA 

 20 

Iterati

ons 

40 

Iterati

ons 

60 

Iterati

ons 

80 

Iteratio

ns 

100 

Iteratio

ns 

CSO 18.697

96618

22784

92 

18.687

96628

24864

92 

15.783

240417

735222 

11.8745

550949

07052 

11.8855

485084

908503 

GWO 27.540

75409

34267

5 

23.571

26653

01735

88 

20.680

719987

293624 

31.3492

030727

0604 

22.2851

203735

45546 

WOA 22.375

44151

67529

4 

30.290

38678

94506

6 

29.420

061060

686603 

26.0291

751146

7644 

26.8991

687004

31886 
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Fig 4: Comparison of best fitness value among the CSO, 

GWO and WOA at 50 populations. 

 

Table 4. Best fitness value from 100 population size in 

CSO GWO and WOA 

 20 

Iterati

ons 

40 

Iteratio

ns 

60 

Iteratio

ns 

80 

Iteratio

ns 

100 

Iteratio

ns 

CSO 16.895

60042

88870

22 

12.7593

537352

28834 

 

12.6893

537352

28534 

12.8593

537342

28736 

12.6593

537352

29834 

GWO 22.224

67524

81737

96 

33.9620

925297

34605 

 

32.4117

868951

9725 

 

27.4160

474379

39994 

 

26.2446

538507

56773 

 

WOA 22.630

57108

43874

16 

29.5676

739945

76346 

26.7758

866898

1868 

15.4895

704481

0848 

24.9417

431347

15963 

 

 

 

Fig 5: Comparison of best fitness value among the CSO, 

GWO and WOA at 100 populations. 

Table 5. Energy Efficiency and Throughput of different 

algorithm 

CSO GWO WOA 

Energy 

Efficie

ncy 

Through

put 

Energy 

Efficie

ncy 

Through

put 

Energy 

Efficie

ncy 

Thr

ough

put 

2.48 13.21 3.50 11.07 5.92 10.0

1 

4.48 9.27 6.08 8.59 7.10 9.03 

8.59 

 

8.81 9.00 7.91 10.28 6.46 

11.97 

 

3.85 13.69 6.99 13.66 5.00 

15.31 1.80 17.00 5.99 18.21 10.0

1 
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Fig 6: Graph of Energy Efficiency versus Throughput. 

6.  CONCLUSION AND FUTURE WORK 
In this research work three optimization based algorithms are 

experimentally explored and studied i.e. CSO, GWO and 

WOA. Here, two parameters are focused: one is number of 

iterations and second one is population size. The two 

parameters executed in various condition and values to 

obtained   best optimization result in field of energy 

consumption. Also energy efficiency and throughput is 

calculated for five different tasks. It is found that CSO 

algorithm performs better when population size is 50 and 

number of iterations is 100 and energy efficiency was very low 

as compared to GWO and WOA. In this observation several 

parameters has been examined during experimental study to 

achieve better performance as well as  showing  promising 

results in solving  multi-objective optimization and real-world 

applications. Since this algorithm is not being explored a lot, 

global optimization is challenging. So, in future the algorithm 

can be studied and explored to build hybrid models to solve real 

life computing problems in various scientific domains. 
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